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§0. Preface

The objective of these notes is to present the basic aspects of multivariate
calculus. As in the univariate setting, there are many computational rules here.
These rules are indeed important, but computer software packages allow many
of these calculations to be done by machine. The emphasis in these notes is on
the concepts behind the computational formulas. It is these concepts that give
multivariate calculus its power and importance.

The specific objectives are the following.

(1) Develop a solid understanding of functions and the geometric and algebraic
meaning of the graph of a function. Develop the ability to translate geometric
properties of the graph of a function into equations, and vice-versa.

(2) Develop understanding, not just algorithms.

(3) Develop an intuitive and formal understanding of derivatives.

(4) Devlop an intuitive and formal understanding of integrals.

(5) Develop an understanding of linearity and its use in the calculus.

(6) Develop the the ability to translate a verbal description of a problem into a
mathematical description, and vice-versa.

Throughout these notes are various exercises and problems. The reader should
attempt to work all of these. Solutions, sometimes in the form of hints, are provided
for most of the problems.

These notes begin with a brief review of univariate calculus.
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§1. A Brief Review

There are two central ideas in the theory of calculus of functions of a single
variable.

The first core idea is that every function can be closely approximated by a linear
function over small pieces of the domain of the function. Stated more formally,
for any function f and any pointa on the x axis the graph off near (a, f (a))
is approximately a straight line. This idea led to the development of the notion

of derivative and is formally captured in the definitionf ′ (a) = lim
b→a

f (b) − f (a)
b − a

.

Intuitively, the definition means that for small values ofh, f (a + h) = f (a) + f ′ (a)h,
approximately.

The second core idea arises by considering the slopes ofall of the approximating
lines of a single given functionf . Graphically the slopes of all of these lines
together with a single point on the graph of the functionf can be used to completely
reconstructf . This idea is formally captured in the Fundamental Theorem of

Calculus: f (b) = f (a) +
∫ b

a
f ′ (t) dt. The importance of the Fundamental Theorem

stems from the fact that in many applications geometric or physical reasoning lead
to a formula for the derivativef ′ of the function of interest. The functionf can then
be constructed from the knowledge off ′ by using the Fundamental Theorem.

The objective is to extend these two ideas to the context of functions of several
variables. In this discussion there are 5 keyingredients: points, functions, integrals,
lines, and derivatives. The development begins with a discussion of sets, which are
the mathematical objects used to represent collections of points.
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§1: A Brief Review 4

Problems

Problem 1–1. Supposef (x) = 2x2 − 5. Computef ′ (3) using the familiar formulas

of calculus. True or False:f ′ (3) = lim
h→0

2(3 +h)2 − 18
h

.

Problem 1–2. Compute lim
h→0

(5 + h)2 − 25
h

.

Problem 1–3. True or False:f ′ (b) = lim
b→a

f (b) − f (a)
b − a

.

Problem 1–4. If f (t) = esint, compute
∫ π

0
f ′ (t) dt.

Problem 1–5. SupposeA(r) is the area of a circle of radiusr and C(r) is the
circumference of the circle of radiusr. Argue geometrically thatA′ (r) = C(r).

Problem 1–6. SupposeV(r) is the volume of a sphere of radiusr andA(r) is the
surface area of a sphere of radiusr. What is the relationship betweenV(r) andA(r)?
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Solutions to Problems
Problem 1–1. Using the rules,f ′ (x) = 4x so f ′ (3) = 12. From the definition

f ′ (3) = lim
h→0

f (3 + h) − f (3)
h

= lim
h→0

2(3 +h)2 − 18
h

, so the second assertion is true.

Problem 1–2. Definingf (x) = x2, this limit is nothing more thanf ′ (5) = 10.

Problem 1–3. False. The limit should be asa → b.

Problem 1–4. Using the Fundamental Theorem of Calculus,
∫ π

0
f ′ (t) dt =

f (π) − f (0) = esinπ − esin 0 = 1 − 1 = 0.

Problem 1–5. For small values ofh, A(r + h) − A(r) is the area of a thin ring
shaped region whose area is approximatelyhC(r).

Problem 1–6. As in the preceding problem, for small values ofh, V(r+h)−V(r)
is the volume of a thin shell whose volume is approximatelyA(r)h. Thus
V′ (r) = A(r).



§2. Sets

Multivariate calculus has a strong geometric flavor. Geometric space is nothing
more than a collection of points, and geometric objects in space consist of some
sub-collection of points in space. The mathematical language of sets is used to
provide an accurate description of geometric objects.

A set is simply a collection of objects. One might speak of the set of students
in this classroom, the set of bicycles on campus, and so on. An individual object in
a set is called anelementof the set.

In mathematics, the sets of interest often consist of numbers. One of most often
used sets is the set of real numbers. The collection of all numbers which can be
written in decimal form (repeating or not) is the set ofreal numbers, and is denoted
by R.

Giving sets a visual representation is often very useful. The visual representation
of the set of real numbersR is as a straight, infinite, line. The individual numbers
(elements) are located along this line.

Often, additional requirements are made which narrows the set of possible
values to a piece, that is, asubset, of the original set. The subset is specified
notationally by giving the condition required to be an element of the subset.

Example 2–1. The set of real numbers which are at least 3 is written notationally
as{ x ∈ R : x ≥ 3} . The notation is read as “the set ofx in the real numbers such
thatx is greater than or equal to 3.” In this notation the colon is read as “such that”
or “with the property that.” The notationx ∈ R, which is read as “x is an element of
R,” means that the numberx is an element of the set of real numbers. The inequality
following the colon gives the additional property required to be a member of this
particular subset. This same set could be written{ x : x ∈ R andx ≥ 3} .

Exercise 2–1.Give this set a visual interpretation by graphing it on a number line.

Exercise 2–2.Translate into words:{ x : x ∈ R andx ≤ 1/2} .

Exercise 2–3.Graph the set in the previous exercise.

Exercise 2–4.Is 5 ∈
{

x ∈ R : x2 > x
}

?

As the example suggests, subsets of the real line are often connected with
algebraic problems involving a single variable. In many cases the relationship of
interest will be between two or more variables. A higher dimensional set is used as
the backdrop for visualizing such relationships.
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For a situation involving two variables the subsets will be visualized in a two

dimensional plane. Denote byR2 the set
{(

x
y

)
: x ∈ R andy ∈ R

}
. This is the set

of ordered pairs
(

x
y

)
in which each member of the pair is a real number. The two

numbers are called thecoordinatesof the point. Visually,R2 is a two dimensional
plane.

Example 2–2. The set
{(

x
y

)
∈ R2 : x = 3 andy = 5

}
can be visualized easily.

This set consists of a single point. As a notational convenience, this point is written

as
(

3
5

)
.

Example 2–3. A basic way of visualizing a more complicated set, such asA ={(
x
y

)
∈ R2 : y = 2x

}
is to first rewrite this set as

{(
x
2x

)
: x ∈ R

}
and then plot

several individual points in the set, hopingto see a pattern. (This method is tedious
for humans, but easy for computers.)

Exercise 2–5.What familiar geometric object is the set in the previous example?

Exercise 2–6.Is the setB =
{(

2x
4x

)
: x ∈ R

}
the same as the setA?

The previous exercise illustrates that the same set can have many different
descriptions. Showing that two descriptions are describing the same set is accom-
plished by taking an arbitrary element meeting the first description and showing that
this element also meets the second description, and vice-versa.

Example 2–4. Are the sets
{(

x
y

)
∈ R2 : x − y = 5

}
and

{(
t

t − 5

)
: t ∈ R

}
the

same? Suppose
(

x
y

)
is in the first set. Using the condition givesy = x − 5, so in

fact
(

x
y

)
=

(
x

x − 5

)
, and sincex is a real number, this point meets the requirement

to be an element of the second set. On the other hand, suppose
(

t
t − 5

)
is in the

second set. Sincet − (t − 5) = 5, this point meets the requirement to be in the first
set. Thus the two descriptions are describing the same set.

Exercise 2–7.Is the set
{(

s + 5
s

)
: s ∈ R

}
the same as the set in the example?

Sometimes a set has no elements. The set with no elements is called theempty
setand is denoted by∅ .

Example 2–5. The set
{

x ∈ R : x2 = −5
}

has no elements, so
{

x ∈ R : x2 = −5
}

=
∅ .
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Spaces of dimension larger than 2 are often useful as well. Denote byRd the set




x1
...

xd


 : xi ∈ R for 1 ≤ i ≤ d


. This is the set of orderedd-tuples of real numbers.

Most of the work here will involve the spacesR2 andR3. The results and ideas can
be easily carried over into spaces of higher dimension.
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Problems

Problem 2–1. Find the set
{

x ∈ R : √x2 = x
}

and graph it.

Problem 2–2. Find the set{ x ∈ R : 2x + 3 = 5} and graph it.

Problem 2–3. Find the set
{

x ∈ R : (x + 2)2 = x2 + 4x + 4
}

and graph it.

Problem 2–4. Write in set notation: the set of real numbers between 4 and 7,
exclusive. What geometric object is this set?

Problem 2–5. Write in set notation: the set of points in the plane for which the
second coordinate is 2 more than the firstcoordinate. What geometric object is this
set?

Problem 2–6. True or False: 7∈
{

x ∈ R : x2 − 2x + 5 > 3
}
.

Problem 2–7. True or False: The point
(

2
3

)
is an element of the set

{(
x
y

)
∈ R2 : xy − 5x = 7

}
.

Problem 2–8. Are the sets{(
x
y

)
∈ R2 : 2x + 3y = 7 and 4x + 6y = 14

}

and {(
s
t

)
∈ R2 : 6s + 9t = 21

}

the same? Geometrically, what are these sets?

Problem 2–9. Consider the regionS =
{(

x
y

)
∈ R2 : 0 ≤ x ≤ 2, 0 ≤ y ≤ x + 4

}
.

Sketch the regionS, and label each corner of the region with the coordinates of the
corner point. What is the area of the regionS?

Problem 2–10. Graph the set
{(

x
y

)
: 0 ≤ x ≤ 2, 0 ≤ y ≤ x2

}
.
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Solutions to Problems

Problem 2–1.
{

x ∈ R : √x2 = x
}

= { x ∈ R : x ≥ 0} . The graph is the half

line beginning at the 0 and extending to the right.

Problem 2–2. { x ∈ R : 2x + 3 = 5} = { x ∈ R : x = 1} which graphs as a
single point.

Problem 2–3.
{

x ∈ R : (x + 2)2 = x2 + 4x + 4
}

= R. The equation (x + 2)2 =
x2 + 4x + 4 is an example of anidentity , since equality holds for all values ofx
for which both sides are defined.

Problem 2–4. { x ∈ R : 4 < x < 7} . This set is a line segment, without its
endpoints.

Problem 2–5.
{(

x
y

)
∈ R2 : y = x + 2

}
or

{(
x

x + 2

)
: x ∈ R

}
. This set is

a line.

Problem 2–6. Here 7 is a real number and 72 −2×7 + 5 = 49−14 + 5 = 40> 3,
so the answer is true.

Problem 2–7. Since 2× 3 − 5 × 2 = −4 ≠ 7 the answer is false.

Problem 2–8. Yes. If

(
x
y

)
is in the first set, then 2x + 3y = 7 and by

multiplication the second requirement is also met. Multiplying by 3 shows that

6x + 9y = 21, so the point

(
x
y

)
meets the requirement to be in the second set.

If

(
s
t

)
is in the second set, then 6s + 9t = 21 and division by 3 shows that

2s + 3t = 7 while multiplication by 2/3 shows that 4s + 6t = 14 also holds. So

the requirements for

(
s
t

)
to be in the first set are satisfied. Thus the two sets

are the same. Geometrically, the sets are a line inR2.

Problem 2–9.
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The area is the area of a rectangle plus the area of a triangle, and is 4× 2 +
(1/2)2× 2 = 10.

Problem 2–10. This set is the region in the plane bounded above by the
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parabolay = x2, thex-axis, and the linex = 2.
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.
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Solutions to Exercises
Exercise 2–2. The set of real numbers that are less than or equal to 1/2.

Exercise 2–3. The graph is an infinite ray which extends from the point 1/2 to
the left.

Exercise 2–4. The number 5 is a real number and 52 = 25 > 5, so the answer
is yes.

Exercise 2–5. A line through the origin.

Exercise 2–6. Yes, each point inB has a second coordinate which is twice its
first coordinate.

Exercise 2–7. Yes. If

(
s + 5

s

)
is in this new set, then sinces + 5 − s = 5,

this point meets the requirement to be in the first set of the example. On the

other hand, if

(
x
y

)
is in the first set of the example, thenx = y + 5 so that(

x
y

)
=

(
y + 5

y

)
, and sincey is a real number this point meets the requirement

to be in the new set. Thus the new set and the first set of the example are the
same. Can you give the argument to show that the new set and the second set of
the example are the same?



§3. Functions

Multivariate calculus involves the studyof functions. A function consists of
three parts.

(1) A set called thedomain of the function.

(2) A set called therangeof the function.

(3) A rule which assigns to each element of the domain one and only one element
of the range.

Often a function is specified just by giving the rule. In such cases the domain is
then understood to be the largest set on which the rule makes sense, and the range
is the set of output values that results by applying the rule to all of the elements in
the domain.

Example 3–1. The rule
(

x
y

)
→ x + y defines a function with domainR2 and range

spaceR1. (The symbol→ is read ‘maps to’.)

Usually functions are given a symbolic name which is attached to the rule.

Example 3–2. A function f can be defined by the formulaf
(

x
y

)
= x + y.

Exercise 3–1.What is the domain and range of the functiong
(

x
y

)
= √xy?

Example 3–3. What is the domain and range of the functionh
(

x
y

)
=

(
x + y
x − y

)
?

The formula definingh makes sense for any pair of input values, so the domain is
R2. Any pair of output values are also possible, so the range isR2 as well.

Exercise 3–2.What pair of input valuesx andy would produce an output value of(
2
3

)
for the functionh?

Exercise 3–3.What is the domain and range of the functionk
(

x
y

)
=

(
x − y
x − y

)
?

Thegraph of a function is the set of all possible pairs of elements for which the
first element of the pair lies in the domain of the function and the second element of
the pair is the corresponding output value. The graph must therefore lie in a space
whose dimension is the sum of the dimensions of the domain and the range of the
function.
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Example 3–4. The graph of the function of the previous example is





x
y

f
(

x
y

)

 :

(
x
y

)
∈ R2


 .

Notice that the graph is a subset of 3 dimensional space.

Example 3–5. In what space does the graph of the functiong
(

x
y

)
=

(
2x

x − y

)
lie?

In most cases here, the functions of interest will haveR2 or R3 as their domain,
and eitherR, R2, or R3 as their range. Notation such asf : R2 → R3 is used to
denote a function whose domain is a subset ofR2 and whose range is a subset ofR3.
Functions whose range is a higher dimensional space have a nice structure which
allows some simplification of their study.

Example 3–6. Consider the functiong
(

x
y

)
=

(
x + y

xy

)
. The domain ofg is R2.

Thecomponent functionsof g are the two function with domainR2 and rangeR

defined by the formulasg1

(
x
y

)
= x + y andg2

(
x
y

)
= xy. Most of the properties of

g of interest here can be obtained by studying the component functions ofg.

Because of the availability of component functions, the preliminary parts of the
discussion here can consider functions whose range isR.

Sometimes the output of one function can be used as input to another. If the
range of the functiong is contained in the domain of the functionf , thecomposition
of f with g, denotedf ° g, is the function defined by the formula (f ° g)(v) = f (g(v)).
Notice that the function which is applied first is the one farthest to the right in the
notation.

Example 3–7. Supposef has domain and rangeR and is given byf (x) = 2x − 3
while g has domainR and is given byg(x) = x2. Then (f ° g)(x) = 2x2 − 3. Notice
that (g ° f )(x) = (2x − 3)2.

Occasionally, for a given functionf there will be another function which ‘undoes
what f does.’ This function is called theinverse function of f and is denoted by
f −1. The requirements for the inverse function are that

f −1(f (x)) = x for all x in the domain off , and

f (f −1(x)) = x for all x in the domain off −1 (which is the range off ).

Example 3–8. If f (x) = 2x − 3 thenf −1(x) = (x + 3)/2. Simple substitution shows
that the two requirements are met.
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Problems

Problem 3–1. Write the graph of the functionf (x) = x2 in set notation.

Problem 3–2. True or False: Iff : R3 → R2 the graph off is a subset ofR4.

Problem 3–3. Consider the functiong(t) =
(

t + 5
t2 − 7t

)
. What is the domain ofg?

What are the component functionsg1(t) andg2(t)?

Problem 3–4. True or False: Iff : R2 → R3 it is possible thatf
(

2
3

)
=

(
1
7

)
.

Problem 3–5. Supposeg(t) =
(

t
t2

)
andf

(
x
y

)
=

(
x − y
x + y

)
. What isf ° g? What is

g ° f ?

Problem 3–6. Supposef
(

x
y

)
=

(
x − y
x + y

)
. Doesf −1 exist? If so, what isf −1

(
x
y

)
?
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Solutions to Problems

Problem 3–1. The graph is

{(
s
t

)
∈ R2 : t = s2

}
. This could also be written

as

{(
x
x2

)
: x ∈ R

}
.

Problem 3–2. False. The graph is a subset ofR5.

Problem 3–3. The domain ofg is R. The component functions areg1(t) = t +5
andg2(t) = t2 − 7t.

Problem 3–4. False. The output value off must be a point in 3 dimensional
space.

Problem 3–5. (f ° g)(t) =

(
t − t2

t + t2

)
, while g ° f does not make sense.

Problem 3–6. Simple computations show thatf −1

(
x
y

)
=

(
(x + y)/2
(y − x)/2

)
.
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Solutions to Exercises

Exercise 3–1. The domain is

{(
x
y

)
: xy ≥ 0

}
; the range is{ x ∈ R : x ≥ 0} .

Exercise 3–2. The input values must satisfyx +y = 2 andx −y = 3, from which
x = 5/2 andy = −1/2.

Exercise 3–3. The domain isR2, but the range is the line with equationy = x
in R2.

Exercise 3–3. The graph lies in 4 dimensional space.



§4. Multiple Integrals

One interpretation of the integral
∫ b

a
f (t) dt is as the signed area of the region

bounded by the graph of the functionf over the interval [a, b]. A similar geometric
interpretation can be attached to the integral of a real valued function of two or more
variables.

Example 4–1. SupposeU is theunit square in the plane, that is,U is the region{(
x
y

)
: 0 ≤ x ≤ 1, 0 ≤ y ≤ 1

}
. If f

(
x
y

)
is a function of two variables which takes

real values the geometric interpretation of thedouble integral
∫

U
f
(

x
y

)
dx × dy is

as the signed volume of the solid bounded by the graph off over the squareU.

Operating at an intuitive level, this volume is well defined. How should this
volume be computed? The method ofslicing is applied once again!

Example 4–2. As a more specific example,
∫

U
xy2 dx × dy will be computed. The

graph of the functionxy2 asx andy range over the points in the unit squareU is a sheet.
There are two different ways in which slicing can be done to compute the volume
represented by the integral. One way of slicing is to make the slices parallel to they
axis. Denote byV(x) the volume of the solid to the left ofx. Then simple geometric

argument shows that for smallh, V(x + h) = V(x) + h
∫ 1

0
xy2 dy, approximately.

Using the definition of derivative then givesV ′ (x) =
∫ 1

0
xy2 dy = x/3. Finally,∫

U
xy2 dx × dy = V(1)− V(0) =

∫ 1

0
x/3dx = 1/6. Here the Fundamental Theorem of

Calculus has been used.

Exercise 4–1.What does the computation look like if slicing is done parallel to the
x axis?

Notice that in working out this particular example the first integral that was
computed treated one of the variables temporarily as though it were a number. The
second integration then was carried out using this same variable as the variable of
integration. For this reason, in this context the integrations produced by the slicing
method are callediterated integrals.

Example 4–3. In the previous example, the slicing method produced the iterated

integral
∫ 1

0

(∫ 1

0
xy2 dy

)
dx. Notice that when evaluating iterated integrals, work

proceeds from the inner most integral outwards. Since this order of computing is
understood, the parentheses are usually omitted and the iterated integral is written
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simply as
∫ 1

0

∫ 1

0
xy2 dy dx.

Exercise 4–2.What is the iterated integral of the previous exercise?

It may seem geometrically obvious that the two iterated integrals must always
give the same value. However, this is not true! If the integrand is sometimes positive
and sometimes negative, the two iterated integrals can give different results.

Example 4–4. The functionf
(

x
y

)
takes the value 1/y2 if 0 < x < y < 1 and the

value−1/x2 if 0 < y < x < 1. Then for any value ofy between 0 and 1,
∫ 1

0
f
(

x
y

)
dx =∫ y

0
1/y2 dx −

∫ 1

y
1/x2 dx = 1/y + (1−1/y) = 1, so that

∫ 1

0

(∫ 1

0
f
(

x
y

)
dx

)
dy = 1. On

the other hand, for anyx between 0 and 1,
∫ 1

0
f
(

x
y

)
dy =

∫ x

0
−1/x2 dy+

∫ 1

x
1/y2 dy =

−1/x + (−1 + 1/x) = −1, so that
∫ 1

0

(∫ 1

0
f
(

x
y

)
dy

)
dx = −1.

The phenonmenon observed in the example is caused by the fact that the
integrandf has both arbitrarily large positive and negative values on the region
of integration. An important theoremdue to Fubini and Tonelli states that ifone
of the iterated integrals of the absolute value of the integrand is finite, then both
iterated integrals of the function itself are finite and equal. Practically speaking,
this means that unless the integrand has both arbitrarily large positive and negative
values on the region of integration, the two iterated integrals must give the same
value.

Technically, the question of the existence of a double integral can also be raised.
As long as the set of discontinuities of the integrand is of lower dimension than the
dimension of the space of the domain of the integrand, the double integral will exist.
This is in accord with geometric intuition that the volume of a lower dimensional
set must be zero. For example, the 2 dimensional volume (area) of a line is zero;
the 3 dimensional volume of a 2 dimensional square is also zero.

The method of slicing can be used to compute integrals over somewhat more
complicated regions.

Example 4–5. SupposeT is the triangular shaped region

T =
{(

x
y

)
: 0 ≤ y ≤ x2, x ≥ 0

}

in thex-y plane. What is
∫

T
e−xy dx × dy? In this case, the iterated integral obtained

by slicing parallel to they axis is
∫ ∞

0

∫ x2

0
e−xy dy dx. To understand how the limits
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of integration are determined in this case, notice that a slice parallel to they axis
is made by first fixing a value ofx through which the vertical slice will be made.
From the definition ofT, the value ofx can be any positive number. This gives the
limits for theoutermost integral, the integral with respect tox. Once a value ofx is
given, the definition of the regionT implies thaty must lie between 0 andx2. This
gives the limits for theinnermost integral. This is illustrated in the picture below.
The regionT is shaded.

(
x
x2

)

(
x
0

)........
.......
........
........
........
.......
........
........
........
......

......................................................
.......................

.................
...............
.............
............
...........
..........
..........
.........
.........
........
........
........
.......
.......
.......
.......
......
......
......
......
......
......
......
......
......
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....

. . .
. .
.
.
.
.
.
.
.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

Sketching the region of integration often helps in determing the limits of integration.

Exercise 4–3.What is the iterated integral obtained by slicing parallel to thex axis?

The computations of the example and exercise can be summarized as follows.
When finding the limits of integration for an iterated integral, work from the outer-
most integral in; when computing the value of an iterated integral, work from the
innermost integral out.

Notice that when the region ofintegration is not a rectangle, the iterated integrals
can have quite different limits of integration. Notice too, that the integrand is always
the same! Geometrically this is because the integrand is specifying the height of the
solid, which does not change with the direction of the slicing.

The slicing method can also be used to evaluate triple integrals, that is, integrals
over a region in three dimensional space. Notice that in this case, each slice will be
a two dimensional integral. Higher dimensional integrals can be handled similarly.

Example 4–6. SupposeC is the three dimensional unit cube

C =






x
y
z


 : 0 ≤ x ≤ 1, 0 ≤ y ≤ 1, 0 ≤ z ≤ 1


 .
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What is
∫

C
xyz dx×dy×dz? Slicing parallel to thex-y plane gives the iterated integral∫ 1

0

∫ 1

0

∫ 1

0
xyz dx dy dz.

Example 4–7. How many other iterated integrals are there in this case, and what
are they?

Example 4–8. When the region of integration is not a 3 dimensional box, the
iterated integrals are often more challenging to discover. Suppose the region of

integration is the setW =






x
y
z


 : 0 ≤ x ≤ y ≤ z ≤ 1


. One iterated integral for

∫
W

x dx × dy × dz is
∫ 1

0

∫ z

0

∫ y

0
x dx dy dz. To reason out the limits of integration in

this case, notice thatz must lie between 0 and 1 because of the definition of the set
W. Oncez is fixed,y must lie between 0 andz, and oncez andy are known,x must
lie between 0 andy.

Exercise 4–4.What limits of integration would be used for the iterated integral
with the orderdy dz dx?

Example 4–9. One use of multiple integrals is to compute the mass of a solid

with non-constant density. Suppose the density of a solid at the point




x
y
z


 is

δ




x
y
z


 and the solid occupies the regionS in space. Then the mass of the solid is

∫
S
δ




x
y
z


 dx × dy × dz.

Multiple integrals are useful, but do not include all types of integration that may
be of interest.

Example 4–10.SupposeL is the line segmentL =
{(

x
y

)
: y = x, 0 ≤ x ≤ 1

}
. Then∫

L
f
(

x
y

)
dx × dy = 0 no matter what the functionf . This is because the one

dimensional setL has no area.

Exercise 4–5.What iterated integral would be used to compute the double integral
of the last example?

Such integrals over lower dimensional subsets of higher dimensional spaces are
useful in physics and many other areas. Oneof the major objectives here is to define
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such integrals in a meaningful way.

The slicing method allows the use of iterated integrals to compute multiple
integrals. The region of integration in a multiple integral must be a set of the same
dimension as the number of variables.
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Problems

Problem 4–1. Is
∫ π

0
esinx dx positive or negative? Briefly justify your answer.

Problem 4–2. True or False: It is possible to change the value off
(

x
y

)
at infinitely

many points in the two dimensional setD without affecting the value of
∫

D
f
(

x
y

)
dx×

dy.

Problem 4–3. SupposeR =
{(

x
y

)
: 0 ≤ x ≤ 3, 0 ≤ y ≤ 5

}
. Write the two iterated

integrals for
∫

R
xy dx × dy and evaluate both of them.

Problem 4–4. SupposeT =
{(

x
y

)
: 0 ≤ x ≤ 1, 0 ≤ y ≤ x

}
. Write the two iterated

integrals for
∫

T
xy dx × dy and evaluate both of them.

Problem 4–5. SupposeL =
{(

x
y

)
: 0 ≤ x ≤ 2, 0 ≤ y ≤ ex

}
. Write the two iterated

integrals for
∫

L
xy dx × dy and evaluate one of them.

Problem 4–6. For which setR in the plane does
∫

R
xy2 dx ×dy =

∫ 2

1

∫ x2

x
xy2 dy dx?

Write your answer in set notation.

Problem 4–7. Sketch the region of integration for the integral
∫ 1

0

∫ 1

x2
1dy dx, write

an equivalent iterated integral with the order of integration reversed, and evaluate
the double integral.

Problem 4–8. Sketch the region of integration for the integral
∫ 2

1

∫ x

1
1dy dx, write

an equivalent iterated integral with the order of integration reversed, and evaluate
the double integral.

Problem 4–9. SupposeB =






x
y
z


 : 4y2 + 4z2 ≤ x ≤ 4


. Compute

∫
B

x dx×dy×dz.

Problem 4–10. SupposeA =






x
y
z


 : 0 ≤ y ≤ 2, 0 ≤ y ≤ x, x ≤ z ≤ 2x


. Compute

∫
A

e−x dx × dy × dz.
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Problem 4–11. The unit sphere inR3 is the setS =






x
y
z


 : x2 + y2 + z2 ≤ 1


.

Write a triple integral representing thevolume of this sphere, and evaluate the
integral to compute the volume.

Problem 4–12. The unit sphere of the previous problem has center at the origin
and radius 1. What is the volume of a sphere with the center at the origin and radius
r > 0? What is the surface area of such a sphere?

Problem 4–13. A settling tank is used to separate out waste material. Suppose the
tank is 30 meters wide, 70 meters long and 5 meters deep. Suppose also that the
density of the material at a depth ofd meters is 3d2 + 1. What is the mass of the
material in the tank?
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Solutions to Problems

Problem 4–1. Since the values of the exponential function are always posi-
tive, the graph ofesinx is always above the horizontal axis. Since this integral
represents the signed area under the graph of this function, the integral is positive.

Problem 4–2. True. As long as the infinitely many points lie in a one
dimensional subset ofD, the changes in the value off have no effect on the
value of the integral.

Problem 4–3. One iterated integral is
∫ 3

0

∫ 5

0
xy dy dx =

∫ 3

0
25x/2dx = 225/4.

The other iterated integral is
∫ 5

0

∫ 3

0
xy dx dy = 225/4.

Problem 4–4. One iterated integral is
∫ 1

0

∫ x

0
xy dy dx =

∫ 1

0
x3/2dx = 1/8.

The other is
∫ 1

0

∫ 1

y
xy dx dy =

∫ 1

0
(y − y3)/2dy = 1/4 − 1/8 = 1/8.

Problem 4–5. One iterated integral is
∫ 2

0

∫ ex

0
xy dy dx =

∫ 2

0
xe2x/2dx =

(3e4 + 1)/8. The other iterated integral has two parts:
∫ 1

0

∫ 2

0
xy dx dy +∫ e2

1

∫ 2

ln y
xy dx dy. The value is the same as before.

Problem 4–6. The region isR =

{(
x
y

)
: 1 ≤ x ≤ 2, x ≤ y ≤ x2

}
.

Problem 4–7. The region of integration is below the parabolay = x2 for

0 ≤ x ≤ 1. The other iterated integral is
∫ 1

0

∫
√y

0
1dx dy.

Problem 4–8. The region is below the liney = x and above the liney = 1 with

1 ≤ x ≤ 2. The other iterated integral is
∫ 2

1

∫ 2

y
1dx dy.

Problem 4–9. From the definition ofB, x must lie between 0 and 4. Oncex
is fixed, y andz lie within a circle of radius√x/4 centered at the origin. One

iterated integral is
∫ 4

0

∫ √x/4

−√x/4

∫ √x/4−y2

−√x/4−y2

x dz dy dx = 16π/3.

Problem 4–10. From the definition ofA, y must lie between 0 and 2; oncey is
known,x must be at leasty; oncey andx are known,z must lie betweenx and

2x. This gives one iterated integral is
∫ 2

0

∫ ∞

y

∫ 2x

x
e−x dz dx dy = 2 − 4e−2.
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Problem 4–11. The volume is
∫

S
dx ×dy ×dz, and one iterated integral is given

by
∫ 1

−1

∫ √1−z2

−√1−z2

∫ √1−z2−y2

−√1−z2−y2
dx dy dz. Geometrically, the two inside integrals give

the area of a circle of radius√1 − z2, thus the iterated integral is
∫ 1

−1
π(1−z2) dz =

4π/3.

Problem 4–12. The volume is 4πr3/3 and the surface area is the derivative of
this with respect tor, namely 4πr2.

Problem 4–13. One iterated integral for the mass is

∫ 0

−5

∫ 70

0

∫ 30

0
(3z2 + 1)dx dy dz.
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Solutions to Exercises
Exercise 4–1. In this case letV(y) be the volume of the solid below levely. Then

V′ (y) =
∫ 1

0
xy2 dx = y2/2, and

∫
U

xy2 dx ×dy = V(1)−V(0) =
∫ 1

0
y2/2dy = 1/6,

the same numerical result as before.

Exercise 4–2. Here the iterated integral is
∫ 1

0

∫ 1

0
xy2 dx dy.

Exercise 4–3. This iterated integral is
∫ ∞

0

∫ ∞

√y
e−xy dx dy. In this case,y can be

any positive value; aftery is determined, the values ofx that are used begin with

thex coordinate of the intersection of thehorizontal line through

(
0
y

)
and the

parabola, which is

(
√y
y

)
, and extend indefinitely to the right.
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.

.

Exercise 4–3. There are five others. One of them is
∫ 1

0

∫ 1

0

∫ 1

0
xyz dy dz dx.

Exercise 4–4. In this case,x must lie between 0 and 1; oncex is known,z must
lie betweenx and 1; oncex andz are known,y must lie betweenx andz. So the

iterated integral in this order is
∫ 1

0

∫ 1

x

∫ z

x
x dy dz dx.

Exercise 4–5. One iterated integral would be
∫ 1

0

∫ x

x
f

(
x
y

)
dy dx, which is

clearly zero.
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As a prelude to the study of differentiation of functions of several variables, the
geometry of higher dimensional spaces will be examined in greater detail.

Interpreting sets as geometric objects allows some degree of visualization of
the set. The possibility of geometric interpretation is enhanced when the algebraic
operations of addition of two points and multiplication of a single point by a number
can be defined. When these two operations on points can be defined, the points are
then usually referred to as vectors. These algebraic operations also have geometric
interpretations.

Example 5–1. In R2, if
(

x
y

)
and

(
w
z

)
are points an operation of addition can be

defined by the formula
(

x
y

)
+
(

w
z

)
=

(
x + w
y + z

)
. Also if c is a number, multiplication

of the point
(

x
y

)
by the numberc can be defined byc

(
x
y

)
=

(
cx
cy

)
.

Exercise 5–1.What is
(

2
3

)
+

(
4
7

)
? What is 3

(
1
4

)
?

Notice that any two points inR2 can be added and the result will again be a point
in R2. Also, any point inR2 can be multiplied by a number and the result will again
be a point inR2. The setR2 together with these two operations constitutes avector
space. The individual points inR2 are calledvectors. This new terminology reflects
the fact that these two algebraic operations have been defined and are available for
use. An individual point is still just a point, too!

Example 5–2. The setR3 is a vector space when addition and scalar multiplication
are defined componentwise, as in the case ofR2 above.

Exercise 5–2.What is




1
2
3


 +




−2
4
6


? What is−5




1
2
3


? What is

(
2
3

)
+




4
5
6


?

Exercise 5–3.What is
(

2
3

)
−
(

1
5

)
?

The previous exercise shows that once addition is defined, so is subtraction.

Thezero vector, which inR2 is
(

0
0

)
, is the unique element of the set which has the

property that the sum of a given vector and the zero vector is just the given vector.

Technically, the interaction between the addition operation and scalar multipli-
cation must obey the familiar rules, such as the distributive and associative laws,

Copyright 2003 Jerry Alan Veeh. All rights reserved.
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and the fact that addition is commutative. In all of the examples here these rules
will hold, just as in the case of the addition and multiplication of numbers.

One of the central ideas is the interplay between algebra and geometry. The
algebraic operations on vectors have important geometric interpretations.

Example 5–3. A single vectorv in R2 can be interpreted as specifying both a
magnitude and a direction. The magnitude determined byv is the distance from the
pointv to the origin. The direction determined byv is the direction one would walk
along a straight line pathstarting at the origin and heading toward the pointv.

The magnitude of a vectorv is called thenorm of the vectorv and is denoted
by || v ||.

Example 5–4. If v =
(

1
2

)
∈ R2 then || v || = √12 + 22. This is nothing more

than the distance from the origin to the pointv. Similarly, if w =




1
2
3


 then

|| w || = √12 + 22 + 32.

Exercise 5–4.What is the magnitude and direction determined by
(

1
1

)
?

Closely related to the norm of a vector is thedot product of two vectors. The

dot product onR2 is defined by
(

a
b

)
•
(

c
d

)
= ac + bd; on R3 the dot product is

defined by the formula




a
b
c


•




d
e
f


 = ad + be + cf . Similar formulas are used

on higher dimensional spaces. A general fact is thatu•v = || u || ||v || cosθ where
0 ≤ θ ≤ π is the angle formed by the pointsu, the origin, andv, with the vertex of
the angle at the origin. The most importantconsequence of this fact is that the angle
betweenu andv is a right angle if and only ifu•v = 0.

Exercise 5–5.What is the angle between
(

1
1

)
and

(
1
−1

)
?

Example 5–5. Given two vectors inu andv in R2, the 4 vectors 0,u, u + v andv
are the vertices of a parallelogram.

Example 5–6. Verify that the points
(

0
0

)
,
(

1
2

)
,
(

1
2

)
+
(−1

3

)
, and

(−1
3

)
are the

vertices of a parallelogram.

Example 5–7. Given a vectorv in R2 and a numberc, the vectors 0,v andcv lie on
a line.
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Exercise 5–6.Show that
(

0
0

)
,
(

1
2

)
and 3

(
1
2

)
lie on a line.

The previous exercise shows that scalar multiplication can be visualized as
stretching (ifc > 1) or shrinking (0< c < 1) the original vector without changing
its direction. When the scalarc is negative, the direction is reversed, along with the
stretching or shrinking.
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Problems

Problem 5–1. True or False: The vectors




1
2
3


 and




3
−1
1


 are perpendicular.

Problem 5–2. True or False: The distance from
(

1
2

)
to

(
3
4

)
is

∥∥∥∥
(

1
2

)
−
(

3
4

) ∥∥∥∥.

Problem 5–3. What geometric object is
{

c
(

1
2

)
: c ∈ R

}
?

Problem 5–4. What geometric object is
{

c
(

1
2

)
+
(

3
5

)
: c ∈ R

}
?

Problem 5–5. Is the set
{(

x
y

)
∈ R2 : y = 2x − 1

}
the same as the set of the pre-

ceding problem?

Problem 5–6. What geometric object is


c




1
2
3


 +




4
5
6


 : c ∈ R


?

Problem 5–7. Is the set






x
y
z


 ∈ R3 : y = 2x − 3 andz = 3x − 6


 the same as the

set of the preceding problem?

Problem 5–8. True or False: Ifv is a non-zero vector then the vectorv/ || v || has
norm 1.
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Solutions to Problems

Problem 5–1. Since

(1
2
3

)
•

( 3
−1
1

)
= 4 ≠ 0, the answer is false.

Problem 5–2. True. In general, the distance from the pointu to the pointv is
|| u − v ||.

Problem 5–3. This set is the line with equationy = 2x.

Problem 5–4. This is the liney = 2x − 1.

Problem 5–5. A point in the first set has the form

(
c + 3
2c + 5

)
and 2(c + 3)−1 =

2c + 5, so such a point is in the second set. A point

(
x
y

)
in the second set has

y = 2x − 1 so

(
x
y

)
=

(
x

2x − 1

)
= x

(
1
2

)
+

(
0
−1

)
. Writing x = c + 3 now

gives the point in the formc

(
1
2

)
+

(
3
5

)
, which is in the second set. So the

two sets are the same.

Problem 5–6. A line in R3 which does not contain the origin.

Problem 5–7. A point in the first set has the form

( c + 4
2c + 5
3c + 6

)
and these

coordinates satisfy the 2 equations describing the second set. The equations
describing the second set show that a point in the second set has coordinates of

the form

( x
2x − 3
3x − 6

)
= x

( 1
2
3

)
−

( 0
3
6

)
, wherex is a real number. Now write

x = c + 4 to see that this vector has the same form as one in the other set. So the
two sets are the same.

Problem 5–8. True.
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Solutions to Exercises

Exercise 5–1. The results are

(
6
10

)
and

(
3
12

)
.

Exercise 5–2. The first two results are

(−1
6
9

)
and

( −5
−10
−15

)
. The last sum

doesn’t make sense. The summands must come from the same set, andR2 and
R3 are different sets.

Exercise 5–3.
(

2
3

)
−
(

1
5

)
=

(
1
−2

)
.

Exercise 5–4. The magnitude is
√

(1 − 0)2 + (1 − 0)2 = √2, by the distance
formula. The direction might be called northeast.

Exercise 5–5. Since

(
1
1

)
•
(

1
−1

)
= 0, the angle between these two vectors

is 90°.

Exercise 5–5. The distance formula shows that the opposite sides have the same
length, and computing slopes shows that the opposite sides are also parallel.

Exercise 5–6. Computing slopes shows that the line through the origin and(
1
2

)
has the same slope as the line through the origin and 3

(
1
2

)
, and hence is

the same line.
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The principal geometric objects here are lines and their higher dimensional
analogs.

Scalar multiplication was seen to have a simple geometric interpretation: ifv is
a vector andc is a number then the vectors 0,v, andcv lie on a straight line. This
line can be identified as the line through the origin in the direction determined byv.

Exercise 6–1.Why does this description of the line make sense?

More concretely, theline through the origin in the direction v is { cv : c ∈ R} .

Exercise 6–2.Is the line through the origin in the directionv also{ 3cv : c ∈ R} ?

Exercise 6–3.What is the relationship between the line through the origin in the

direction
(

1
1

)
and the line through the origin in the direction

(
2
2

)
?

A plane is uniquely determined by 3 non-collinear points. Theplane through
the origin with direction vectors u and v is { cu + dv : c ∈ R, d ∈ R} . What
algebraic criterion can be used to see if two different descriptions are actually
descriptions of the same plane?

Example 6–1. Is the plane through the origin with direction vectors




1
1
1


and




1
2
3




the same as the plane through the origin with direction vectors




2
2
2


 and




2
3
4


? A

point on the first plane can be written asc




1
1
1


+d




1
2
3


. Now




2
3
4


 =




1
1
1


+




1
2
3


,

so that




1
2
3


 =




2
3
4


 −




1
1
1


 and making this substitution givesc




1
1
1


 + d




1
2
3


 =

c




1
1
1


 + d(




2
3
4


 −




1
1
1


) = (c − d)




1
1
1


 + d




2
3
4


 = ((c − d)/2)




2
2
2


 + d




2
3
4


.

Thus a point on the first plane lies on the second plane.

Exercise 6–4.Show that a point on the second plane lies on the first plane.

A linear combination of the vectorsv1, . . . ,vd is an expression of the form
c1v1 + . . .+ cdvd wherec1, . . . ,cd are numbers.
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Example 6–2. One linear combination of
(

1
0

)
and

(
0
1

)
is 3

(
1
0

)
+5

(
0
1

)
. Another

linear combination of the same vectors is−2
(

1
0

)
+ 7

(
0
1

)
.

Example 6–3. Is
(

3
4

)
a linear combination of

(
1
0

)
and

(
0
1

)
? Is

(
3
4

)
a linear

combination of
(

1
0

)
and

(
2
0

)
?

Each point in a plane through the origin is a linear combination of the direction
vectors. A plane is therefore the set ofall possible linear combinations of the
direction vectors. The set of points consisting of all possible linear combinations of
the vectorsv1, . . . ,vd is called thespace spanned byv1, . . . ,vd.

Example 6–4. The space spanned by
{(

1
1

)
,
(

1
2

)}
is the planeR2.

Not all lines and planes pass through the origin. Ifu andv are vectors, theline
through u in the direction v is { u + cv : c ∈ R} .

Exercise 6–5.Is u on the line throughu in the directionv?

Example 6–5. The line through
(

1
2

)
in the direction

(
1
1

)
is

{(
1
2

)
+ c

(
1
1

)
: c ∈ R

}
.

More conventionally this line has the equationy = x + 1.

Exercise 6–6.Is the line of the previous example the same as the line through
(

0
1

)

in the direction
(

3
3

)
?

Lines can be given a simple physical interpretation too.

Example 6–6. If u andv are vectors, define the functionf with domainR by the
formulaf (t) = u + tv. As t varies, the values off (t) trace out the line throughu in the
directionv. Physically, the valuef (t) can be interpreted as the position of a particle
at timet. Thusf is describing the motion of a particle that travels in a straight line,
and is at locationu at time zero.

Exercise 6–7.What is the velocity of such a particle?

The algebraic description of a general plane is quite similar, except that two
direction vectors are required. Theplane through the vector u with direction
vectorsv and w is the set{ u + cv + dw : c ∈ R, d ∈ R} .
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Exercise 6–8.What is the plane through
(

1
1

)
with the direction vectors

(
1
0

)
and(

0
1

)
?

Exercise 6–9.What is the plane through
(

1
1

)
with the direction vectors

(
1
0

)
and(

2
0

)
?

More generally, thehyperplane through u in the directions { v1, . . . ,vd} is
the set{ u + c1v1 + . . .+ cdvd : c1, . . . ,cd are real numbers} . The dimension of this
hyperplane is the dimension of the space spanned by the vectorsv1, . . . ,vd.

As in the case of lines and planes through the origin, a general hyperplane
has many different algebraic descriptions. Two descriptions will describe the same
geometric plane provided that the spaces spanned by the two sets of direction vectors
are the same, and the difference of the ‘through’ vectors lies in the space spanned
by the direction vectors.
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Problems

Problem 6–1. What geometric object is the line through
(

1
2

)
in the direction(

0
0

)
?

Problem 6–2. Is the line through the origin in the directionv the same as the line
through the origin in the direction−v?

Problem 6–3. Is the line through




1
2
3


 in the direction




1
1
1


 the same as the line

through




4
5
6


 in the direction




2
2
2


?

Problem 6–4. Supposef is a function with domainR and rangeR2 given by

f (t) =
(

t + 5
2t − 3

)
. Use the definition of derivative to computef ′ (t).
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Solutions to Problems

Problem 6–1. The single point

(
1
2

)
.

Problem 6–2. Yes, since the line consists of all multiples of the given vector.

Problem 6–3. Yes, the direction vectors arenon-zero multiples of each other

and

(4
5
6

)
−

(1
2
3

)
= 3

(1
1
1

)
.

Problem 6–4. Here (f (t + h) − f (t))/h =

(
1
2

)
so f ′ (t) =

(
1
2

)
.



§6: Lines, Planes, and Hyperplanes 39

Solutions to Exercises
Exercise 6–1. The direction determined byv is the direction one would travel
when walking in a straight line from the origin to the pointv.

Exercise 6–2. Yes, this is the same set as before, because both sets describe all
possible multiples of the vectorv.

Exercise 6–3. These two lines are the same line.

Exercise 6–4. c

(2
2
2

)
+d

(2
3
4

)
= 2c

(1
1
1

)
+d(

(1
1
1

)
+

(1
2
3

)
) = (2c+d)

(1
1
1

)
+

d

(1
2
3

)
.

Exercise 6–4. Yes, since

(
3
4

)
= 3

(
1
0

)
+ 4

(
0
1

)
. There are no numbersc

andd so that

(
3
4

)
= c

(
1
0

)
+ d

(
2
0

)
, so

(
3
4

)
is not a linear combination of(

1
0

)
and

(
2
0

)
.

Exercise 6–5. Yes, simply takec = 0 to see thatu is on the line.

Exercise 6–6. Yes, this is a second description of the same line.

Exercise 6–7. The velocity at timet is f ′ (t). The velocity is a vector.

Exercise 6–8. This is the entire planeR2.

Exercise 6–9. This is the line through

(
1
1

)
in the direction

(
1
0

)
.
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In the one dimensional case, functionswhose graphs are lines played a central
role. The generalization of these functions to higher dimensions will play a key role
in the study of calculus in higher dimensions.

Example 7–1. The functionf (x) = ax has a graph which is a straight line passing
through the origin. What is the higher dimensional analog of this function?

To answer the question raised in the example, look at the one dimensional case
in a slightly different way. Iff : R → R is a function, the graph off is the set{(

x
f (x)

)
: x ∈ R

}
. A line through the origin is the set of all multiples of a fixed

vector. Now
(

x
f (x)

)
= x

(
1

f (x)/x

)
and the vector

(
1

f (x)/x

)
doesnot depend onx

only if f (x)/x is a number, saya. Thusf (x) = ax is required for the graph off to be
a line through the origin.

Suppose nowg : R2 → R is a function whose graph is a plane through the
origin. What is the formula forg? Following the reasoning in the one dimensional

case, the graph ofg is







x
y

g
(

x
y

)

 : x ∈ R, y ∈ R


. Now if




x
y

g
(

x
y

)

 is to be of

the formxv + yw wherev andw are vectors that do not depend on eitherx or y, then

v must be of the form




1
0
a


 for some numbera, andw must be of the form




0
1
b




for some numberb. But this means the formula forg is g
(

x
y

)
= ax + by.

This line of reasoning has uncovered theneeded generalizations of the one
dimensional case to the case in which thedomain is higher dimensional. A function
f with domainR2 and rangeR is linear if there are numbersa andb for which

f
(

x
y

)
= ax + by for all x andy. Similarly, a real valued functionh with domainR3

is linear if there are numbersa, b, andc so thath




x
y
z


 = ax + by + cz for all x, y,

andz. The graphs of these linear functions are planes passing through the origin.

Exercise 7–1.Show that the graph off
(

x
y

)
= ax + by is a plane passing through

the origin.

Expressions of the formax + by andax + by + cz arise quite frequently. Notice
that there are as many constants as variables in such expressions. This suggests

Copyright 2003 Jerry Alan Veeh. All rights reserved.
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the idea of collecting the constants and variables together into vectors, one vector


a
b
c


 containing the constants and the other vector




x
y
z


 containing the variables.

The dot product of these two vectors




a
b
c


•




x
y
z


 = ax + by + cz then reproduces

the original expression. This use of thedot product allows a second way of saying
that a function is linear. A functionh is linear if there is a vectoru of constants so
thath(v) = u•v for all vectorsv.

Example 7–2. The functiong
(

x
y

)
= 3y =

(
0
3

)
•
(

x
y

)
is linear, as was seen in the

earlier example.

Exercise 7–2.Is the functionh
(

x
y

)
= 3x2 linear?

The simple vectors
(

1
0

)
and

(
0
1

)
in R2, and the corresponding vectors




1
0
0


,




0
1
0


, and




0
0
1


 in R3, will play an important role in the following discussion.

These vectors are called thestandard basis vectorsand are denoted bye1 ande2 in

R2, and bye1, e2, ande3 in R3. More concretely, inR2, e1 =
(

1
0

)
ande2 =

(
0
1

)
,

while in R3, e1 =




1
0
0


, e2 =




0
1
0


, ande3 =




0
0
1


.

An important fact about linear functions is thata linear function is completely
determined by its values on the standard basis vectors.

Example 7–3. Consider the linear functionf
(

x
y

)
= ax + by. Thenf (e1) = a and

f (e2) = b so thatf
(

x
y

)
=

(
f (e1)
f (e2)

)
•
(

x
y

)
. Once the values off are known on the

basis vectors, the values off can be computed anywhere!

Linear functions with higher dimensional range are those functions each of
whose component functions is linear.

Example 7–4. The functiong
(

x
y

)
=

(
2x − 3y
5x + 2y

)
is linear, since each component

function g1

(
x
y

)
= 2x − 3y =

(
2
−3

)
•
(

x
y

)
andg2

(
x
y

)
= 5x + 2y =

(
5
2

)
•
(

x
y

)
is

linear.
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As an extension of the idea above usedfor real valued functions, the numbers
appearing in formula of the linear function will be collected into a rectangular grid
called a matrix. Amatrix is simply a rectangular array of numbers. Notationally,
the numbers in the matrix, called theentries, are blocked off using parentheses.

Example 7–5. The grid
(

2 3
4 5

)
is a matrix. The grid

(
2 3 4
5 6 7

)
is also a matrix.

The matrix
(

2 3 4
5 6 7

)
has 2rows and 3columns. The size of a matrix is always

specified by giving the number of rows first. So this matrix is a 2× 3 matrix (read:
‘2-by-3 matrix’). The entry in the first row and second column is 3.

Exercise 7–3.What is the entry in the second row and first column of the matrix(
2 3 4
5 6 7

)
?

A matrix can be associated with a linear function in a simple way.

Example 7–6. The matrix associated with the linear functiong of the previous

example is
(

2 −3
5 2

)
. Notice that the firstrow of the matrix is the vector of

constants used to define the first component function ofg; the secondrow of the
matrix is the vector of constants used to define the second component function ofg.

More generally, the matrix associated with a given linear transformation has
as its ith row the vector used to write theith component function of the linear
transformation as a dot product.

Exercise 7–4.What is the matrix ofg




x
y
z


 =




x − y
2y + 3z

5z


?

To carry this idea a bit further, the product of a matrix and a vector can be
defined. IfA is anr × c matrix andx is ac dimensional vector, the productAx is
ther dimensional vector whoseith coordinate is the dot product of theith row ofA
with the vectorx.

Example 7–7. The product
(

1 2
3 4

)(
x
y

)
=




(
1
2

)
•
(

x
y

)
(

3
4

)
•
(

x
y

)

 =

(
x + 2y
3x + 4y

)
.

The definition of multiplication was chosen precisely so that any linear function
can be written in the form of a product of thematrix of the linear function and the
vector of variables.

Example 7–8. The exercise above shows that the matrix of the linear transformation
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g




x
y
z


 =




x − y
2y + 3z

5z


 is




1 −1 0
0 2 3
0 0 5


. Sog




x
y
z


 =




1 −1 0
0 2 3
0 0 5






x
y
z


.

Example 7–9. Continuing the previous example,

g




1
0
0


 =




1 −1 0
0 2 3
0 0 5






1
0
0


 =




1
0
0


,

which is the first column of the matrix ofg. Also g




0
1
0


 =




−1
2
0


 is the second

column of the matrix ofg. Finally g




0
0
1


 =




0
3
5


 which is the third column of the

matrix of g.

The last example illustrates a basic point. Thecolumns of the matrix of a linear
function can be found by computing the value of the linear function on the standard
basis vectors in the domain of the function. Once the matrix of the function is
known, the value onany vector can be computed. So a linear function is completely
determined by its value on the standard basis vectors.

Example 7–10.This property of linear functions can be useful in finding the for-
mula for a linear function with desired properties. What is the formula for the
linear function which rotates the point in the plane through an angle ofθ in the
counterclockwise direction with the origin as pivot? To find the formula for this
linear functionR, only R(e1) andR(e2) must be computed. Simple geometry gives

R(e1) =
(

cosθ
sinθ

)
andR(e2) =

( −sinθ
cosθ

)
. ThusR

(
x
y

)
=

(
cosθ −sinθ
sinθ cosθ

)(
x
y

)
.

A final important property of linear functions is that lines in the domain of a
linear function are mapped to lines in the range of the linear function.

Example 7–11.Supposef
(

x
y

)
=

(
2x − y
x − 3y

)
. The linet

(
1
2

)
in the domain off is

mapped to the linef
(

t
2t

)
=

(
0

−5t

)
= t

(
0

−5

)
in the range off .

Exercise 7–5.Where doesf map the box
{(

x
y

)
: 0 ≤ x ≤ 1, 0 ≤ y ≤ 1

}
in its do-

main?

This geometric fact is expressed algebraically in the requirement that in order
for a functionf to be linear, the equalityf (αu + βv) = α f (u) + βf (v) must hold for
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any two vectorsu andv and any two numbersα andβ. This fact is computationally
very useful.

The most important facts about linear functions are

(1) A functionf is linear if and only if for any two vectorsu andv and any two
numbersα andβ, f (αu + βv) = α f (u) + βf (v).

(2) A function f is linear if and only if there is a matrixA of constants so that
f (u) = Au for all vectorsu.

(3) A linear functionf is completely determined by the values off on the
standard basis vectors in the domain off . In fact, the columns of the matrix
A are the values off on the standard basis vectors.

(4) A linear functionf maps lines in the domain off into lines in the range of
f . Also parallel lines in the domain off are mapped into parallel lines in the
range off .
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Problems

Problem 7–1. If the graph of the functionm : R → R2 is






x
2x
3x


 : x ∈ R


, is the

functionm a linear function? Briefly justify your answer.

Problem 7–2. True or False:
(

x
y

)
•
(

x
y

)
=

∥∥∥∥
(

x
y

)∥∥∥∥
2

.

Problem 7–3. True or False: It is possible for a linear functionf with domainR2

to havef (e1) = 3, f (e2) = 5, andf
(

1
2

)
= 9.

Problem 7–4. True or False: Ifg : R2 → R3 is a linear function then the matrix of
g has 2 rows and 3 columns.

Problem 7–5. If k : R2 → R3 is a linear function andk
(

1
−2

)
=




4
5
6


, what is

k
(

5
−10

)
?

Problem 7–6. Is the functiong




x
y
z


 = 2x + 3y − 9z linear? If so, writeg as a dot

product.

Problem 7–7. What is the matrix of the linear functionf




x
y
z


 =




2x − 3y + 6z
y − 6z
x + 7y


?

Problem 7–8. Supposeg
(

x
y

)
=

(
2x − y
x − 3y

)
. Computeg

(
1
0

)
. Computeg

(
0
1

)
.

Write the linear functiong in matrix form by filling in the blanks: g
(

x
y

)
=




(

x
y

)
.

Problem 7–9. True or False: Iff is a linear function thenf (0) = 0.

Problem 7–10. Is
(

2
(

3
4

))
•
(

1
7

)
= 2

((
3
4

)
•
(

1
7

))
? Is there anything special

about the number 2 here? Is there anything special about the two vectors?

Problem 7–11. For what value ofθ is
(

a
b

)
•
((

cosθ −sinθ
sinθ cosθ

)(
a
b

))
a maxi-

mum? A minimum? Zero?
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Solutions to Problems
Problem 7–1. The functionm is linear, since the graph ofm is a line through

the origin. Also the formula form is m(x) =

(
2x
3x

)
.

Problem 7–2. True, by using the definition of norm.

Problem 7–3. From the first two conditions,f

(
x
y

)
=

(
3
5

)
•
(

x
y

)
sof

(
1
2

)
=

1 ⋅ 3 + 2 ⋅ 5 = 13≠ 9. False.

Problem 7–4. False. The matrix has 3 rows and 2 columns.

Problem 7–5. k

(
5

−10

)
= k

(
5

(
1
−2

))
= 5k

(
1
−2

)
=

(20
25
30

)
.

Problem 7–6. Hereg

( x
y
z

)
=

( 2
3
−9

)
•

( x
y
z

)
, sog is linear.

Problem 7–7. The matrix off is

(2 −3 6
0 1 −6
1 7 0

)
.

Problem 7–8. g

(
1
0

)
=

(
2 × 1 − 0
1 − 3 × 0

)
=

(
2
1

)
. g

(
0
1

)
=

(
2 × 0 − 1
0 − 3 × 1

)
=(

−1
−3

)
. g

(
x
y

)
=

(
2 −1
1 −3

)(
x
y

)
.

Problem 7–9. True. Notice that the zeros appearing here may well be the zero
vector in different dimensional spaces.

Problem 7–10. Yes, a general fact is that ifa is a number andu andv are vectors
then (au)•v = a(u•v). In this sense, the dot product behaves like multiplication.

Problem 7–11. Use the calculus of one variable to show that the maximum
occurs whenθ = 0, the minimum occurs whenθ = π and the value is zero when
θ = π/2.
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Solutions to Exercises

Exercise 7–1. A general point on the graph off has the form




x
y

f

(
x
y

)

 =

( x
y

ax + by

)
= x

( 1
0
a

)
+ y

( 0
1
b

)
wherex andy are arbitrary real numbers.

Exercise 7–2. No, since there is no vector

(
a
b

)
of constants so thath

(
x
y

)
=(

a
b

)
•
(

x
y

)
.

Exercise 7–3. The entry in row 2 and column 1 is 5.

Exercise 7–4. The matrix is

( 1 −1 0
0 2 3
0 0 5

)
.

Exercise 7–5. The linear functionf maps the box to the parallelogram with

vetices at the origin,

(
2
1

)
,

(
1
−2

)
, and

(
−1
−3

)
.



§8. Derivatives

The derivative of a real valued functionf of a single variable isf ′ (a) =

lim
h→0

f (a + h) − f (a)
h

. Re-writing this expression after dropping the limit shows that

for small numbersh the equality

f (a + h) − f (a) = f ′ (a)h

is approximately true. Sincef ′ (a) is a number, the right side of this approximate
equality defines a linear function ofh. The definition of derivative is therefore the
formal statement that the functionf (a + h) − f (a) is approximately a linear function
of h whenh is near 0. Viewed in this way, the definition of derivative in higher
dimensions is easy to grasp. A functionf has a derivative at the pointa if for vectors
h that are near the zero vector the functionf (a + h) − f (a) is approximately a linear
function ofh. This approximating linear function is called thederivative of f and
the matrix of this linear function is denoteddf (a). Thus

f (a + h) − f (a) = df (a)h

is approximately truefor small vectorsh. How is this approximating linear function
df (a) determined?

Example 8–1. Supposeg
(

x
y

)
= x+y. For a small vector

(
h
k

)
, g

((
x
y

)
+

(
h
k

))
−

g
(

x
y

)
= h + k = ( 1 1 )

(
h
k

)
. So the matrix of the approximating linear function is

dg
(

x
y

)
= ( 1 1 ) in this case.

Notice that the approximating linear function must have the same domain and
range space as the original function. Since in the exampleg : R2 → R, the matrix
of the linear function must have 1 row and 2 columns.

Example 8–2. Supposej
(

x
y

)
= x2 +y2. Thenj

((
x
y

)
+
(

h
k

))
− j

(
x
y

)
= (x +h)2 +

(y + k)2 − (x2 + y2) = 2xh + 2yk + h2 + k2. So the linear function of
(

h
k

)
which best

approximates this difference isdj
(

x
y

)(
h
k

)
= 2xh + 2yk = ( 2x 2y )

(
h
k

)
. Thus

dj
(

x
y

)
= ( 2x 2y ). In this case the linear approximation is not exact. The term

h2 + k2 represents the error in the linear approximation. The important point is that
this error goes to zero faster thanh andk go to zero. Computationally, the entries
in the matrix of the approximating linear function are obtained as follows. The first
entry is obtained by differentiatingj with respect to the variablex, treatingy as a
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number; the second entry is obtained by differentiatingj with respect toy treatingx
as a number.

The methodology of the example is completely general. A key observation of
the last section is that a linear function is determined by its values on the standard

basis vectors. Suppose the small vector ishe1 =
(

h
0

)
, where the numberh is

small. Thenf
((

x
y

)
−
(

h
0

))
− f

(
x
y

)
= df

(
x
y

)(
h
0

)
approximately, sodf (e1) =(

f
(

x + h
y

)
− f

(
x
y

))
/h, approximately. The approximation becomes exact ash →

0. Thusdf (e1) = limh→0

(
f
(

x + h
y

)
− f

(
x
y

))
/h. This is nothing more than the

formula for computing the derivative off treatingx as the variable andy as though
it were a number. A similar computation holds in the other coordinates.

Example 8–3. The computations of the preceding example and exercise show

that the linear function which approximatesf
(

x
y

)
= x2y near the point

(
1
2

)
is

df
(

1
2

)(
x
y

)
= ( 4 1 )

(
x
y

)
.

The example has illustrated the general methodology used to identify the ap-
proximating linear function. The computational steps involve the familiar rules
of calculus applied while treating all but one of the variables as though they were
numbers.

To formalize the results of this discussion, define thepartial derivative of the
functionf in thex direction at the pointa, denotedD1f (a), by the formula

D1f (a) = lim
m→0

f (a + me1) − f (a)
m

.

Similarly, the partial derivative off in they direction at the pointa, denotedD2f (a)
is

D2f (a) = lim
m→0

f (a + me2) − f (a)
m

.

Notice that there are as many partial derivatives off at the pointa as the dimension
of the domain off . Theith partial derivative off is defined by using theith standard
basis vector. The derivative off : R2 → R is then the matrix

df
(

x
y

)
=

(
D1f

(
x
y

)
D2f

(
x
y

) )
.

A similar formula definesdf in the higher dimensional cases.

Example 8–4. Supposeg
(

x
y

)
= x2 + 3xy − y3. Then D1g

(
x
y

)
= 2x + 3y and
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D2g
(

x
y

)
= 3x − 3y2. Also D1g

(
3
4

)
= 18 andD2g

(
3
4

)
= −39. Sodg

(
3
4

)(
x
y

)
=

( 18 −39 )
(

x
y

)
.

Example 8–5. Supposef




x
y
z


 = x + 2xz − y2 + yz. Then D1f




x
y
z


 = 1 + 2z,

D2f




x
y
z


 = −2y + z and D3f




x
y
z


 = 2x + y. So df




1
2
3


 = ( 7 −1 4 ) and

df




1
2
3






x
y
z


 = 7x − y + 4z.

Partial derivatives can be given ageometric interpretation. Asm varies the
vectorsa + me1 form the line througha in the directione1. ThusD1f (a) represents
the rate at which the values off are changing as one moves neara in thee1 direction.
A similar interpretation attaches to the other partial derivatives.

The geometric interpretation of the preceding paragraph suggests other possi-
bilities. Thedirectional derivative of f in the directionu at the pointa, denoted

Duf (a), is the number defined by the formulaDuf (a) = lim
m→0

f (a + mu) − f (a))
|| mu ||

. Not

surprisingly,Duf (a) = df (a)•u/ || u ||.

There is some alternate notation for partial derivatives that is common. The
multitude of notational options is due to different developments of this theory in
the past 150 years. Of course, once notation is introduced, the notation develops
a fan club which never quite lets its favorite notation die! One sometimes writes
∂
∂x

f
(

x
y

)
= D1f

(
x
y

)
and

∂
∂y

f
(

x
y

)
= D2f

(
x
y

)
. Similar expressions are used in

higher dimensions. Whenf : R2 → R, the gradient vector of f , defined by

∇ f
(

x
y

)
=


 D1f

(
x
y

)

D2f
(

x
y

)

 is often used instead of the derivative. The connection is

thatdf
(

x
y

)(
a
b

)
= ∇ f

(
x
y

)
•
(

a
b

)
.

Example 8–6. In what direction is the directional derivative the largest? The gra-
dient vector gives an expression for thedirectional derivative as a dot product:

Duf
(

x
y

)
= df

(
x
y

)
u/ || u || = ∇ f

(
x
y

)
•u/ || u ||. Given the expression for the direc-

tional derivative as a dot product,the directional derivativeDuf (a) is the largest
when the directionu is the same as the gradient∇ f (a). Thus the gradient vector
∇ f (a) points in the direction in which the values off are increasing the fastest.
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Exercise 8–1.In what direction are the values off decreasing the fastest?

The possibility exists that the partial derivatives exist but that there still is
no approximating linear function. This arises rarely in practice, and will not be
examined in further detail here.

The derivative of a functionf whose range is a higher dimensional space is
found by using the derivatives of the component functions. Naturally, this means
thatdf is a matrix with as many rows as the dimension of the range space off .

Example 8–7. Supposef
(

x
y

)
=

(
x2 − 2xy
y3 − x

)
. Then for the component functions

df1
(

a
b

)(
x
y

)
=

(
2a − 2b

−2a

)
•
(

x
y

)
anddf2

(
a
b

)(
x
y

)
=

( −1
3b2

)
•
(

x
y

)
. So the deriva-

tive of f itself is df
(

a
b

)(
x
y

)
=

(
2a − 2b −2a

−1 3b2

)(
x
y

)
.

In summary, the derivative of a functionf at the pointa is the linear function
df (a) which makes the equalityf (a + h) − f (a) = df (a)h approximately true for all
vectorsh close to the zero vector.
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Problems

Problem 8–1. True or False: Iff : R3 → R2 is differentiable at the pointp, the
matrix of df (p) has 2 rows and 3 columns.

Problem 8–2. If h




x
y
z


 = xey − yez computedh




x
y
z


 and∇ h




x
y
z


.

Problem 8–3. Supposef
(

x
y

)
= xe y − y sinx. ComputeD1f

(
x
y

)
. Compute

D2f
(

x
y

)
. Computedf

(
x
y

)
. Computedf

(
0
0

)(
a
b

)
.

Problem 8–4. Show that

lim
x→0

(
lim
y→0

x2

x2 + y2

)
≠ lim

y→0

(
lim
x→0

x2

x2 + y2

)
.

Problem 8–5. Supposef
(

x
y

)
= 7. What isdf

(
x
y

)
?

Problem 8–6. For the functiong
(

x
y

)
= 4x − x2 − y2 computedg

(
x
y

)
.

Problem 8–7. Supposeg
(

x
y

)
is a linear function. What isdg

(
a
b

)(
x
y

)
?

Problem 8–8. Supposef




x
y
z


 =

(
xez

y − z cosx

)
. What isdf




0
0
0






x
y
z


? Find an

approximate value forf




0.1
0.2
0.3


.
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Solutions to Problems
Problem 8–1. True. Like f itself, df (p) requires 3 dimensional input and
produces 2 dimensional output.

Problem 8–2. HereD1h

( x
y
z

)
= ey, D2h

( x
y
z

)
= xey −ez andD3h

( x
y
z

)
= −yez

sodh

( x
y
z

)
= ( ey xey − ez −yez ) while ∇ h

( x
y
z

)
=

( ey

xey − ez

−yez

)
.

Problem 8–3. D1f

(
x
y

)
= ey − y cosx. D2f

(
x
y

)
= xey − sinx. df

(
x
y

)
=

( ey − y cosx xey − sinx ). df

(
0
0

)(
a
b

)
= ( 1 0 )

(
a
b

)
= a.

Problem 8–4. The limit on the left is 1, while the limit on the right is 0. This
illustrates some of the difficulties that can arise in higher dimensional spaces.

Problem 8–5. df

(
x
y

)
= ( 0 0 ).

Problem 8–6. dg

(
x
y

)
= ( 4 − 2x −2y ).

Problem 8–7. A good linear approximation to a linear function must be the

linear function itself. Thusdg

(
a
b

)(
x
y

)
= g

(
x
y

)
.

Problem 8–8. The matrix of

df

( x
y
z

)
=

(
ez 0 xez

z sinx 1 −cosx

)
,

so df

( 0
0
0

)( x
y
z

)
=

(
1 0 0
0 1 −1

)( x
y
z

)
=

(
x

y − z

)
. Use a =

(0
0
0

)
and

h =

(0.1
0.2
0.3

)
in the approximate equality for the derivative to obtainf

( 0.1
0.2
0.3

)
=

(
0.1
−0.1

)
, approximately.
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Solutions to Exercises
Exercise 8–1. The direction−∇ f (a).



§9. Some Applications

The major applications of multivariate calculus parallel the applications of
univariate calculus.

Example 9–1. What is the maximum value off (x) = 6x − x2 − 2 on the interval
[0, 8]? The candidates for the location of a maximum (or minimum) value off
consist of those points where the derivative off is zero, those points wheref ′ is
not defined, and the endpoints of the interval. Heref ′ (x) = 6 − 2x, which is zero
at x = 3; there are no points where the derivative is undefined. So the candidate
points are 0, 3, and 8. Computation givesf (0) = −2, f (3) = 7, andf (8) = −18. So
the maximum off occurs atx = 3 and the maximum value off on the interval is 7.
Notice that the minimum value off on this interval occurs at the right hand endpoint
of the interval.

Example 9–2. What is the maximum value off
(

x
y

)
= 6xy−x2 −x−y−y2 −5 on the

regionR =
{(

x
y

)
: 0 ≤ x ≤ 5, 0 ≤ y ≤ 9

}
? Analogously with the univariate case,

the candidate points for the location of a maximum (or minimum) are the points

at whichdf
(

x
y

)
is the zero linear transformation, the points where the derivative

is not defined, and the boundary (edges) ofthe region. In this case the matrix of

df
(

x
y

)
= ( 6y − 2x − 1 6x − 2y − 1 ), which is the zero matrix only at the points(

x
y

)
for which both of the equations 6y − 2x − 1 = 0 and 6x − 2y − 1 = 0 are

satisfied. The only point at which both of these equalities hold is
(

2/10
1/10

)
. The

other candidate points may lie on the boundary ofR. This boundary consists of 4
line segments, and along each segment the variables are determined in some way.

Along the lower segment,y = 0 andf
(

x
0

)
= −x2 − 5 for 0 ≤ x ≤ 5. This function

of one variable has candidate points atx = 0 andx = 5. So
(

0
0

)
and

(
5
0

)
become

candidate points for the location of the maximum off on R. Along the right hand

segment,x = 5 andf
(

5
y

)
= 29y − y2 − 10 for 0 ≤ y ≤ 9. So

(
5
0

)
and

(
5
9

)
are

added to the candidate list. Along the top segmenty = 9 andf
(

x
9

)
= 53x − x2 − 95

for 0 ≤ x ≤ 5, so
(

5
9

)
and

(
0
9

)
are added to the list. Finally, analysis of the

left hand segment adds
(

0
1/2

)
to the candidate list. Summarizing, the candidates

for location of the maximum are
(

2/10
1/10

)
,
(

0
0

)
,
(

5
0

)
,
(

5
9

)
,
(

0
9

)
, and

(
0

1/2

)
.
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The corresponding values off are f
(

2/10
1/10

)
= −5.23, f

(
0
0

)
= −5, f

(
5
0

)
= −35,

f
(

5
9

)
= 145,f

(
0
9

)
= −95 andf

(
0

1/2

)
= −5.75. So the maximum off occurs at(

5
9

)
and the maximum value is 145.

Some additional complications arise in the case in which the values of the
variables are not restricted.

Example 9–3. What is the maximum value of the functiong
(

x
y

)
= 10− x2 − y2?

In this case inspection of the function shows that the maximum value is 10 and

is attained at the origin. Mechanical computation alone would givedg
(

x
y

)
=

( −2x −2y ), and identify the origin as a candidate point for the location of a
maximum or minimum. But is the origin the location of a maximum or minimum,
or a false alarm?

A general method of answering the question raised in the example is as follows.

If the values of the functionf
(

x
y

)
must become arbitrarily large and positive as∥∥∥∥

(
x
y

)∥∥∥∥ becomes large, then the functioncan not have an absolute maximum and

must have an absolute minimum. Thus the candidate points must be the location
of either an absolute minimum, a local minimum, or a local maximum. If the

values of the functionf
(

x
y

)
must become arbitrarily large and negative as

∥∥∥∥
(

x
y

) ∥∥∥∥
becomes large, then the function can nothave an absolute minimum and must have
an absolute maximum. The candidate points must be the location of either an
absolute maximum, a local maximum, or a local minimum.

Example 9–4. In the previous example, the function values must become arbitrarily

large and negative as
∥∥∥∥
(

x
y

)∥∥∥∥ becomes large. Sog must have an absolute maximum

and the origin is the location of either an absolute maximum, a local maximum, or
a local minimum. Since there are no other candidate points andg must have an
absolute maximum, the origin is the location of the absolute maximum.

Because of the complicated nature of the equations for finding the location of
candidate points, purely numerical methods are also used. One of the most common
of these methods is called thegradient searchmethod. The method is based on
the fact from the last section that the gradient points in the direction of the rate of
greatest increase in the values of the function. If the maximum value of a function
f is to be found, choose a starting pointp and compute∇ f (p). Move from p to
the pointp1 = p + m∇ f (p) a short distance fromp in the direction of the gradient
vector. Now move fromp1 a short distance in the direction of∇ f (p1) to the point
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p2. Continue in this way until the gradient vector is approximately the zero vector.
This point is (approximately) the location of a local maximum. A more detailed
discussion of this method can be found elsewhere.

Multivariate functions are often usedin physics. One of the most basic appli-
cations is as the position of a particle in space.

Supposep(t) is the position of a particle in space at timet. The physical
interpretation ofp(0) is as the position of the particle at the timet = 0 at which
observation begins. The physical interpretation ofp′ (t) is as thevelocity of the
particle at timet; p′′ (t) is theaccelerationof the particle at timet. Notice that both
the velocity and acceleration are vectors. The norm

∥∥ p′ (t)
∥∥ of the velocity vector

is thespeedof the particle at timet. Physically, the velocity is the rate at which the
position of the particle is changing, the acceleration is the rate at which the velocity
is changing, and the speed is the rate at which the distance travelled by the particle
is changing.

Example 9–5. Supposep(t) =




cost
sint

t


 is the position of a particle at timet. Such a

particle is moving on a spiral path in the positivez direction. Thenp′ (t) =




−sint
cost

1




andp′′ (t) =




−cost
−sint

0


. The vectorp′ (t) is tangent to the path of motionp(t) at

time t. The speed of this particle at timet is
∥∥ p′ (t)

∥∥ = √2. The particle moves with
constant speed, but non-constant velocity.

Sometimes the domain of the function to be maximized (or minimized) is a
lower dimensional surface instead of a region.

Example 9–6. A rectangular box is to be designed which must have a volume of
8 cubic meters. What should the dimensions of the box be in order to use the least

amount of material? The amountM




x
y
z


 of material used to build a box with

lengthx, width y, and heightz is M




x
y
z


 = 2xy + 2yz + 2xz. The functionM is to be

minimized when




x
y
z


 takes values in the surfaceS =






x
y
z


 : xyz = 8


.

In order to attack this problem, the nature of surfaces is examined in a bit more
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detail. The key observation is this. A surface is completely covered byall of the
one dimensional curves which lie in the surface. This fact allows the surface to be
studied by looking at all of these one dimensional curves. Since one dimensional
objects are so simple (at least compared to their higher dimensional counterparts)
many computational difficulties can be eliminated by using this fact.

A simple application of this fact allows a geometric interpretation of the gradient

of a function used to define a surface. SupposeS =






x
y
z


 : f




x
y
z


 = 0


. If c is a

function with domainR and range contained inS thenf (c(t)) = 0 for all t. For small

values ofh, f (c(t+h))−f (c(t)) = df (c(t))(c(t+h)−c(t)), so
d
dt

f (c(t)) = df (c(t))c′ (t) = 0

for all t. In vector form∇ f (c(t))•c′ (t) = 0. So the gradient off is perpendicular
to the tangent of every curve which lies in the surface defined by the equation

f




x
y
z


 = 0.

Example 9–7. Returning to the previous example, define the functionf by the

formula f




x
y
z


 = xyz − 8. Then the surfaceS =






x
y
z


 : f




x
y
z


 = 0


. The

previous discussion shows that∇ f




x
y
z


 is perpendicular to the tangent vector to

every curve which takes values inS. Now suppose thatp is a point inS at which
M achieves a maximum or a minimum, and thatc is a curve taking values inS with
c(0) = p. Then (M ° c)′ (0) = dM(c(0))c′ (0) = 0, so∇ M(p) is also perpendicular
to every tangent vector to a curve lying in the surfaceS nearp. This means that
the two gradient vectors∇ f (p) and ∇ M(p) must be multiples of each other at the
critical pointp. The pointp must also lie on the surface. In the particular case of

this example,∇ M




x
y
z


 =




2y + 2z
2x + 2z
2x + 2y


 and ∇ f




x
y
z


 =




yz
xz
xy


. These two vectors

are multiples of each other only whenx = y = z. The point with equal coordinates

that lies on the surface is the point




2
2
2


, which is the point that minimizesM.

The technique developed in thelast example is called theLagrange multiplier
method. In summary, to find the critical points of a functionM subject to a
restriction specified by the requirementf = 0, find those pointsp for which

(1) f (p) = 0 and
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(2) there is a numberm so that∇ M(p) = m∇ f (p).

Keep in mind that such pointsp can correspond to a maximum or a minimum ofM,
or neither.

These types of problems can also be solvedby using the restriction to eliminate
one of the variables.

Example 9–8. In the preceding example the restrictionxyz = 8 can be used to

write z (say) in terms ofx andy. Thusz = 8/xy. ThenM




x
y
z


 = M




x
y

8/xy


 =

2xy + 16/y + 16/x with the variablesx andy no longer restricted except that each
must be positive. The derivative of this unrestricted function of two variables is
( 2y − 16/x2 2x − 16/y2 ) which is the zero matrix only whenx = y = 2. This is the
location of an absolute minimum. The value ofz = 8/xy = 8/2 × 2 = 2, as before.

The advantage of the Lagrange multiplier method is that the restriction does
not have to be used to eliminate one of the variables. The disadvantage is that the
equations to be solved tend to be more complicated. In practice, the simpler of these
two approaches should be followed.

Partial derivatives often arise in constructing a mathematical model of a physical
situation. This usually leads to an equation among partial derivatives of the unknown
function. The resulting partial differential equation must then be solved for the
function of interest. This type of application and the methods of solving such
equations will not be discussed here.
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Problems

Problem 9–1. What is the maximum value off
(

x
y

)
= xy on the triangular region

T =
{(

x
y

)
: 0 ≤ y ≤ x, 0 ≤ x ≤ 4

}
?

Problem 9–2. What is the maximum value ofg
(

x
y

)
= e−x−y onR2?

Problem 9–3. What is the maximum and minimum value ofg
(

x
y

)
= xy?

Problem 9–4. Find the maximum and minimum of the functionf
(

x
y

)
= 10−x2−y2

if
(

x
y

)
must lie on the liney = 3x + 5.

Problem 9–5. What is the maximum value off
(

x
y

)
= 2xy + 28x −x2 −x4 + 4y −y2?

Problem 9–6. At what point(s) does the functiong
(

x
y

)
= 4x − x2 − y2 achieve its

maximum value? Its minimum value?.

Problem 9–7. Supposep(t) =




cost
sint

t


 is the position of a particle at timet. How

far does the particle travel between timest = 0 andt = 1?

Problem 9–8. Supposep(t) =
(

cost
sint

)
is the position of a particle in the plane at

time t. How far does the particle travel between timest = 0 andt = 6? At timet = 6
how far is the particle from where it was at timet = 0?

Problem 9–9. A box is to be constructed that holds 8 cubic meters. The bottom of
the box requires 4 times the amount of material per unit area as the sides or the top.
What are the dimensions of the box that uses the least amount of material?

Problem 9–10. Supposef
(

x
y

)
= xy − y2, and thatg(t) =

(
t sint

et

)
. What is

(f ° g)′ (t)? Hint: What does the chain rule look like here?
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Solutions to Problems

Problem 9–1. Heredf

(
x
y

)
= ( y x ), which is only the zero matrix at the

origin. So one candidate point is

(
0
0

)
. Analysis of the boundaries shows that

the only candidate points are at the vertices of the triangle. Nowf

(
0
0

)
= 0,

f

(
4
0

)
= 0, andf

(
4
4

)
= 16, so the maximum is at

(
4
4

)
and the maximum

value is 16.

Problem 9–2. The functiong has no maximum value on this region. The
values ofg become arbitrarily large asx + y becomes large and negative.

Problem 9–3. Although the origin is a candidate point, the origin is neither the
location of a maximum or a minimum. The function has neither a maximum or
a minimum.

Problem 9–4. Eliminating y as a variable in the original function gives the
function of one variable as 10− x2 − (3x + 5)2 = −15− 10x2 − 30x which has a
candidate point atx = −3/2. This is the location of an absolute maximum. Thus(

−3/2
1/2

)
is the location of the absolute maximum of the original function and

the maximum value isf

(
−1/2
1/2

)
= 9.5. The function has no minimum value

along this line.

Problem 9–5. Here df

(
x
y

)
= ( 2y + 28− 2x − 4x3 2x + 4 − 2y ). Solving

shows thatdf

(
x
y

)
= ( 0 0 ) only at the point

(
2
4

)
. Since the highest power

terms appear with negative coefficients, the values off become large and negative

whenever

∥∥∥∥
(

x
y

)∥∥∥∥ is large. So

(
2
4

)
is the location of an absolute maximum,

and the maximum value isf

(
2
4

)
= 36.

Problem 9–6. The candidate points for the location of a maximum or min-

imum are those points at whichdg

(
x
y

)
is the zero matrix. Heredg

(
x
y

)
=

( 4 − 2x −2y ) and there is only one such point, namely,

(
2
0

)
. Since as either

x → ∞ or y → ∞ the values ofg become more and more negative,g does not

have a minimum value. So

(
2
0

)
is the location of the absolute maximum. As

an alternate approach,g

(
x
y

)
= 4 − (x − 2)2 − y2, so

(
2
0

)
is the location of an

absolute maximum.

Problem 9–7. The distance travelled depends on the speed. IfD(t) is the
distance travelled by timet, D(t + h) = D(t) + h

∥∥ p′ (t)
∥∥ for small h, so that

D′ (t) =
∥∥ p′ (t)

∥∥. Thus the distance travelled between timest = 0 andt = 1 is
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∫ 1

0

∥∥ p′ (t)
∥∥ dt =

∫ 1

0
√2dt = √2.

Problem 9–8. The particle has travelled
∫ 6

0

∥∥ p′ (t)
∥∥ dt = 6 distance units

in the 6 time units betweent = 0 and t = 6. At the end of this time, the
particle is|| p(6) − p(0) || = 0.2822 distance units from where it began. Note that
the particle is travelling counterclockwise around the circumference of the unit
circle.

Problem 9–9. Here the amountM

( x
y
z

)
of material required to make the box

is M

( x
y
z

)
= 5xy + 2xz + 2yz, and the requirement isf

( x
y
z

)
= xyz − 8 = 0. The

multiple requirement then shows thatx = y andz = 5x/2 = 5y/2, from which
x = (16/5)1/3 = y = 1.473, with the corresponding value forz = 3.684. This can
also be solved by eliminating one of the variables and finding the unrestricted
minimum of the resulting function of two variables.

Problem 9–10. For small values ofh, f (g(t+h))−f (g(t)) = df (g(t))(g(t+h)−g(t)),
approximately. Dividing byh and taking limits gives (f ° g)′ (t) = df (g(t))g′(t).
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Suppose you want to find the volume of abox whose opposite sides are parallel,
but which is not necessarily a rectangular box. For the moment, consider the case
of a two dimensional box, for which volume means area and the box is simply a
parallelogram. If two of the sidesare determined by the vectorsu andv, denote the
area byA(u, v). What properties does this area function have that would assist in
computing its value?

First note thatA(2u, v) = 2A(u, v), and a similar property holds when 2 is
replace by any positive constant. A similar property holds for multiples of the
second argument as well.

Second, geometric considerations show that ifw is any vector thenA(u, v+w) =
A(u, v) + A(u, w). The illustration is given in the picture below. The area of
the parallelogram with two dashed sides is equal to the sum of the areas of the
two parallelograms with solid sides, since the side-angle-sidecongruence theorem
shows that the two triangles have the same area. A similar property holds for
addition in the first argument.

•u

•v

•v + w
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Third, geometric considerations also show thatA(u, u) = 0.

Combining these properties shows that the functionA behaves almost like a
linear transformation with respect to each argument separately. The only difficulty
is that negative multiples can’t pull out properly like positive multiples can.

Example 10–1.Unfortunately, these properties and the requirement that the area
always be non-negative are not compatible. To see this, 0 =A(0, v) = A(u −

Copyright 2003 Jerry Alan Veeh. All rights reserved.
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u, v) = A(u, v) + A(−u, v). SoA(−u, v) = −A(u, v) follows as a consequence of these
properties. Negative values for the area function are unavoidable!

The unavoidability of negative values can be turned to our advantage. To do
this,define a function which does have the full linearity property. Thedeterminant
function onR2, denoted by det(u, v) is the function with the properties

(1) det(αu + βw, v) = α det(u, v) + β det(w, v) for all vectorsu, v, andw and all
numbersα andβ.

(2) det(u, αv + βw) = α det(u, v) + β det(u, w) for all vectorsu, v, andw and all
numbersα andβ.

(3) det(u, u) = 0 for any vectoru.

(4) det(u, v) = −det(v, u) for any vectorsu andv.

(5) det(e1, e2) = 1.

These properties are sufficient to allow computation of the determinant.

Example 10–2.Compute det(
(

1
2

)
,
(

3
4

)
). Since

(
1
2

)
= e1 + 2e2, and

(
3
4

)
=

3e1+4e2 using the properties above gives det(
(

1
2

)
,
(

3
4

)
) = det(e1+2e2, 3e1+4e2) =

det(e1, 3e1 + 4e2) + 2 det(e2, 3e1 + 4e2) = 3 det(e1, e1) + 4 det(e1, e2) + 6 det(e2, e1) +
8 det(e2, e2) = 4 det(e1, e2) + 6 det(e2, e1) = −2 det(e1, e2) = −2, since det(e1, e2) = 1.

Exercise 10–1.Show that det(
(

a
c

)
,
(

b
d

)
) = ad − bc.

The only remaining problem is discover the relationship between the determi-
nant function and the area function.

Consider the two values det(−u, v) = −det(u, v). Geometric considerations
show that the parallelograms with sides−u andv and with sidesu andv have equal
area. Notice that starting from the origin and traversing the perimeter of the paral-
lelogram beginning in the direction of the first vector argument, the interior of the
parallelogram will lie to the right in one case and to the left in the other. Since when
traversing the perimeter of the parallelogram with sidese1 ande2 (in that order)
the interior of the parallelogram lies to the left, such a paralellogram haspositive
orientation. If the interior lies to the right the parallelogram hasnegative orien-
tation. Thus the value of the determinant function has a geometric interpretation:
a positive value of the determinant is equal to the area of the parallelogram, and
the parallelogram has a positive orientation; a negative value of the determinant is
equal to the negative of the area of the parallelogram, and the parallelogram has
a negative orientation. ThusA(u, v) = | det(u, v)| and the sign of the determinant
indicates only the orientation of the parallelogram.

Another point of view will help make the interpretation of orientation more
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visible. SupposeB is a linear function with domain and range spaceR2. The
columns ofB are the values ofBe1 andBe2, and these two vectors determine the
parallelogram that results whenB is applied to all points inside the unit square (the
parallelogram in the domain space ofB with sidese1 ande2). Thus det(Be1, Be2)
measures howB changes area and orientation.For simplicity of notation, write
det(B) instead of the bulkier det(Be1, Be2).

The exercise above shows that ifB =
(

a b
c d

)
, then det(B) = ad − bc.

The geometric interpretation of determinant as the area of the output of the
linear function applied to the unit square shows that the linear functionB has an
inverse function if and only if det(B) ≠ 0.

This discussion extends to spaces of any dimension. Notice that the determinant
function always requires as many arguments as the dimension of the space, so the
determinant function can only be applied to square matrices, that is, matrices with
the same number of rows as columns. Theproperty of determinant that changes
with dimension is the last one. InR3, that requirement becomes det(e1, e2, e3) = 1;
and generally det(e1, e2, . . . ,ed) = 1 in d dimensional space.
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Problems

Problem 10–1. What is det
(

3 −4
2 −1

)
?

Problem 10–2. What is det




1 2 3
0 4 6
1 0 1


?

Problem 10–3. SupposeB is the linear function with matrix
(

1 2
3 4

)
. How does

B change area? DoesB preserve orientation?

Problem 10–4. Supposef
(

x
y

)
=

(
x2 − y

xy

)
. How doesf change area near the

point
(

0
0

)
? Near the point

(
2
1

)
? Doesf preserve orientation?
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Solutions to Problems
Problem 10–1. The determinant is 5.

Problem 10–2. The determinant is 4. This is computed by writing each column
in terms of the basis vectors and expanding using linearity, as in the example of
this section.

Problem 10–3. The determinant of the matrix ofB is −2, soB magnifies areas
by a factor of 2, and also changes orientation.

Problem 10–4. The matrix ofdf

(
x
y

)
is

(
2x −1
y x

)
which has determinant

2x2 + y. At

(
0
0

)
this determinant is zero, sof is collapsing space to a lower

dimension near this point. Near

(
2
1

)
the determinant is 10, sof is magnifying

area by a factor of 10 near this point, and is also preserving orientation there.
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Solutions to Exercises
Exercise 10–1. Simply expand as in the example.
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Changing variables in multiple integrals is more complicated than in the case of
single integrals. The method does have a simple geometric interpretation. Over a
small regionA containing a pointp, the value off on the image setg(A) is approxi-

matelyf (g(p)), so for small regionsA,
∫

g(A)
f
(

x
y

)
dx×dy = f (g(p))×volume ofg(A),

approximately. But the volume ofg(A) is approxmately| detdg(p)| × volume ofA,
so ∫

g(A)
f
(

x
y

)
dx × dy = f (g(p)) × volume ofg(A)

= f (g(p))| detdg(p)| ×volume ofA

=
∫

A
(f ° g)

(
x
y

)
| detdg

(
x
y

)
| dx × dy

approximately. This argument can be made precise by taking limits as the region
shrinks to zero, and adding together the integrals over the resulting small pieces.

Change of Variable Theorem. If g is a function with domainA in R2 and range in
R2 which has an inverse function and iff is function whose domain includesg(A)
then ∫

g(A)
f
(

x
y

)
dx × dy =

∫
A
(f ° g)

(
x
y

)
| detdg

(
x
y

)
| dx × dy.

A similar statement holds when the domain and range ofg lie in R3, or a space
of any other dimension.

Here | detdg
(

x
y

)
| is the absolute value of the determinant of thematrix of the

linear functiondg
(

x
y

)
. The function| detdg| is called theJacobianof g.

The typical case is that in which the functiong is chosen so thatA is a rectangle.

Example 11–1.SupposeB =
{(

x
y

)
: 0 ≤ x + y ≤ 2, −2 ≤ x − y ≤ 0

}
. What is∫

B
ex dx×dy? A box is a set defined by inequalities in which the variable(s) appear be-

tween fixed numerical limits. The form of the setB suggests that usingx+y andx−y as
the new variables will produce a box as the newregion of integration. For notational
convenience, writeu = x+y andv = x−y. Then simple algebra givesx = (u+v)/2 and

y = (u−v)/2. Defineg
(

u
v

)
=

(
(u + v)/2
(u − v)/2

)
andA =

{(
u
v

)
: 0 ≤ u ≤ 2, −2 ≤ v ≤ 0

}
.

Theng(A) is the original region of integration, anddg
(

u
v

)
=

(
1/2 1/2
1/2 −1/2

)
, so

| detdg
(

u
v

)
| = 1/2. Thus

∫
B

ex dx × dy =
∫

A
e(u+v)/2(1/2)du × dv, which is far more

Copyright 2003 Jerry Alan Veeh. All rights reserved.
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easily evaluated.

Another common case is that in which either the original integrand or the region
of integration exhibit circular symmetry. This situation arises in applications since
gravitational and electrical fields exhibit such symmetry. In this situation the use of
polar coordinatesproduces a rectangular region of integration in polar coordinate
space.

Example 11–2.As an illustration, consider the quarter circle region

Q =
{(

x
y

)
: x2 + y2 ≤ 1, 0 ≤ x ≤ 1, 0 ≤ y ≤ 1

}

in the first quadrant. What is
∫

Q
x2 + y2 dx × dy? This integral can be computed

by simply writing down an iterated integral, but the computations are messy and
error prone. Recall that polar coordinates inR2 are defined in terms of the usual
coordinatesx andy by the formulasx = r cosθ andy = r sinθ. The requirements

on r andθ are thatr ≥ 0 and 0≤ θ < 2π. The functiong
(

r
θ

)
=

(
r cosθ
r sinθ

)
maps

from polar coordinate space to regular space. NowQ is the image underg of the

rectangular regionR =
{(

r
θ

)
: 0 ≤ r ≤ 1, 0 ≤ θ ≤ π/2

}
. So

∫
Q

x2 + y2 dx × dy =∫
g(R)

x2 + y2 dx ×dy =
∫

R
r2| detdg| dr ×dθ. Heredg

(
r
θ

)
=

(
cosθ −r sinθ
sinθ r cosθ

)
, so

| detdg| = r. So
∫

R
r2 | detdg| dr × dθ =

∫ 1

0

∫ π/2

0
r3 dθdr = π/8.

Keep in mind that changing variables can simplify the computation of multiple
integrals in many cases by changing the region of integration to a rectangle. The
trade off is that the integrand becomes more complicated.
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Problems

Problem 11–1. What is the value of the integral in the first example of this section?

Problem 11–2. Sketch the region of integration for the integral
∫ 1

0

∫ 2x2

x2
1dy dx,

write an equivalent iterated integral with the order of integration reversed, and
evaluate the double integral.

Problem 11–3. Compute the volume of the region inR3 defined by the inequalities
x ≥ 0, y ≥ 0, z ≥ 0, x + y + z ≤ 1.

Problem 11–4. Let R be the region bounded byy = x2, y = 2x2, andx = 1 in R2.

Compute
∫

R
xy2 dx × dy.

Problem 11–5. SupposeA =






x
y
z


 : 0 ≤ y ≤ 2, 0 ≤ y ≤ x, x ≤ z ≤ 2x


. Compute

∫
A

e−x dx × dy × dz.

Problem 11–6. Let R be the region inR2 in which 1 ≤ x2 + y2 ≤ 2 andy ≥ |x|.
Sketch the region and compute

∫
R

x2 + y2 dx × dy.

Problem 11–7. SupposeC =
{(

x
y

)
: 1 ≤ xy ≤ 3, x ≤ y ≤ 4x

}
. Compute

∫
C

dx×dy.

Problem 11–8. Compute
∫ ∞

0

∫ ∞

0
e−x2−y2

dx dy.
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Solutions to Problems

Problem 11–1.
∫

A
e(u+v)/2(1/2)du × dv =

∫ 2

0

∫ 0

−2
e(u+v)/2 dv du = 4e − 8 + 4e−1.

Problem 11–2.
∫ 1

0

∫
√y

√y/2
1dx dy +

∫ 2

1

∫ 1

√y/2
1dx dy = 1/3.

Problem 11–3. The volume is 1/6.

Problem 11–4. One method is to change variables. The definition ofR
suggestsu = y/x2 andv = x as the new variables, from whichx = v andy = uv2.
Defineg(u, v) = (v, uv2) as a mapping fromR2 in u-v coordinates toR2 with
x-y coordinates. LetA = { (u, v) : 1 ≤ u ≤ 2, 0 ≤ v ≤ 1} . Theng(A) = R,

detdg

(
u
v

)
= −v2 and the change of variables formula gives

∫
R

xy2 =
∫

A
u2v5 × v2 du × dv

=
∫ 2

1

∫ 1

0
u2v7 dv du

= 7/24.

Problem 11–5. From the definition ofA a reasonable choice of new vari-
ables would beu = y, v = y/x, andw = z/x, since with this choice the new

region of integration is the boxB =

{( u
v
w

)
: 0 ≤ u ≤ 2, 0 ≤ v ≤ 1, 1 ≤ w ≤ 2

}
.

Solving givesx = u/v, y = u, and z = uw/v and the Jacobian matrix is( 1/v −u/v2 0
1 0 0

w/v −uw/v2 u/v

)
which has determinantu2/v3. The desired integral is

equal to
∫ 2

1

∫ 1

0

∫ 2

0
e−u/vu2/v3 du dv dw = 2 − 4e−2. This integral can also be

computed by simply setting up an iterated integral without a change of variables.

Problem 11–6. Using polar coordinates gives the equivalent integral as∫ 3π/4

π/4

∫ √2

1
r3 dr dθ = 3π/8.

Problem 11–7. Use the new variablesu = xy and v = y/x for which the

region of integration becomes

{(
u
v

)
: 1 ≤ u ≤ 3, 1 ≤ v ≤ 4

}
. Thenx = √u/v

andy = √uv and the Jacobian is 1/2v. The value of the integral is 2 ln(2).

Problem 11–8. Here the region in polar space is

R =

{(
r
θ

)
: 0 ≤ r < ∞, 0 ≤ θ ≤ π/2

}
.

Computation gives the value of the integral asπ/4.
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Most of the remainder of the discussionhere deals with mathematics that was
constructed to deal with physical problems. Most of these physical problems have
simple interpretations.

A force is a physical quantity that has both a magnitude and direction. For this
reason, forces are often represented mathematically by vectors. In some applica-
tions, the force varies depending on the location in space.

Example 12–1.The force of gravitational attraction of a point mass depends on the
distance of the attracted particle from the point mass. If the point mass is located at
the origin, the inverse square law states that the gravitational force exerted by this

particle on a point at




x
y
z


 is proportional to

1
(x2 + y2 + z2)3/2




−x
−y
−z


.

A reasonable way of representing such a force field would use a vector with

its ‘tail’ at




x
y
z


 and its ‘head’ in the direction of the origin. Vectors do not have

this sort of property since the ‘tail’ of a vector is always located at the origin. To
overcome this difficulty supposep ∈ R3. The collection of pairs (p, v) for v ∈ R3 is
called thetangent spaceof R3 at p and is denotedR3

p. The elements of the tangent
space are calledtangent vectors. Addition and scalar multiplication of tangent
vectors are defined by the formulas (p, v) + (p, w) = (p, v + w) andc(p, v) = (p, cv).
A similar approach is taken in higher dimensional spaces.

There are two intuitive interpretations of the tangent space. First, (p, v) ∈ R3
p

represents an arrow with tail atp and head atp + v. The second interpretation is
as follows. SupposeC : R → R3 is a differentiable curve withC(0) = p. Then
C′ (0) is the velocity ofC at 0, and this vector is tangent to the curveC at the point
C(0) = p. Thus (p, C′ (0)) is the velocity vector with its tail located atp.

A similar definition and properties holds in spaces of other dimensions.

Example 12–2. In the previous example, the gravitational field would be repre-

sented by the collection of tangent vectors






x
y
z


, 1

(x2+y2+z2)3/2




−x
−y
−z




 in R3


x
y
z




.

A function f : R2 → R2 (or f : R3 → R3) is often called avector field. Typical
pictures of vector fields show the vectorf (p) with its tail at p. By an abuse of
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notationf can be reinterpreted so thatf (p) takes the value (p, f (p)) in R2
p. This

makes the pictures typically drawn more mathematically accurate.

The standard basis ofR3
p is of course (p, e1), (p, e2), and (p, e3).

Exercise 12–1.What is the standard basis ofR2
p?

One important phyiscal idea is the notion of work. Suppose a force field has
valueF at all points in space, and a particle is moved in this field from the origin to
the pointd. Notice that bothF andd are vectors. Thework done in moving from
the origin to the pointd is defined to beF•d.

Example 12–3. If the force isF =




1
2
3


 andd =




1
0
4


 the work done in moving

from the origin tod is F•d = 13.

Exercise 12–2.What work is done in moving from the origin to




−4
0
1


 in this

same force field?

A positive value for the work done implies that the force field is doing the work;
a negative value implies that work is being done against the field.

One of the problems to be addressed ishow work should be calculated when
the force field has varying values and the path of motion is not a straight line. The
ideas of calculus enter here because any path of motion is approximately a straight
line over short enough distances.

Example 12–4.Consider computing the amount of work in the general force field

F




x
y
z


 when a particle moves from the origin to a pointd along some path. Suppose

the path is specified by a given functionp(t) which represents the position of the
particle at timet. Assume the particle is at the origin at timet = 0 and is atd at time
t = 1. If h is a small number, during the time interval fromt to t+h the particle moves
approximately in a straight line along the tangent vectorp(t +h) −p(t) = p′ (t)h. The
force applied to the particle is approximatelyF(p(t)). So the work done in this time
interval is approximatelyF(p(t))•p′ (t)h. This argument shows that ifW(t) is the
work done between time 0 andt, then

W′ (t) = lim
h→0

W(t + h) − W(t)
h

= F(p(t))•p′ (t).
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So the total work done isW(1) − W(0) =
∫ 1

0
F(p(t))•p′ (t) dt by the Fundamental

Theorem of Calculus.

Exercise 12–3.Compute this integral whenF




x
y
z


 =




1
2
3


 andp(t) = t




−4
0
1


 for

0 ≤ t ≤ 1.

This methodology depends on giving the path through the field a parametric
representation. Physically, the amount of work done should depend only on the
path, not on the way the path is traversed.

Exercise 12–4.Compute the integral if thesame path is parameterized byq(t) =

t2




−4
0
1


, for 0 ≤ t ≤ 1. Is the integral the same?

The change of variable formula can be usedto show that the value of the integral
depends only on the path, not on the parameterization of the path. This will be done
in a later section.

Another important physical problem deals with fluid flow. In this connection,
the velocity of a particle of fluid at each point in space is specified. Thevelocity
field is then a vector field in the same way that the force field considered above is a
vector field.

Example 12–5.A straight river flowing from left to right with river banks along

the x-axis and the liney = 1 might have velocity fieldv
(

x
y

)
=

(
y(1 − y)

0

)
for

0 ≤ y ≤ 1.

Exercise 12–5.What is the value of the velocity field at
(

1
1/2

)
?

For a 2 dimensional flow, as in the example, what amount of fluid crosses a
given line segment per unit time? This is a difficult question to answer for a flow
with varying velocity. Suppose the velocity of the flow was the same at each point
in space, sayv, and that the line segment extended from the origin to the pointd. A
particle of fluid crossed the line segment ina unit of time that just ended precisely if
the particle currently is in the parallelogram with vertices at the origin,v, v + d, and
d. So the amount of fluid flow is nothing more than the area of this parallelogram,
which is det(v, d), the determinant of the matrix withv andd as columns. The sign
of this determinant has a physical interpretation here. The sign is positive if the
flow is from left to right as viewed by a person standing at the origin and looking
toward the pointd; the sign is negative if the person would see the flow moving
from right to left.



§12: Forces, Work, Fluid Flow 76

Exercise 12–6.If v = e1 andd = e2 is the flow moving from left to right or from
right to left? What ifv = e2 andd = e1?

Once again, the analysis of the simple case of a constant velocity flow across a
straight line segment leads to the solution of the general problem. Suppose a path in
the plane is parameterized by a functionp(t), for 0 ≤ t ≤ 1. Then over a short time
interval starting att, the path is approximately a straight line segmentp′ (t), and the

velocity of particles near this segment is approximatelyV(p(t)), whereV
(

x
y

)
is the

velocity of a fluid particle at
(

x
y

)
. The amount of fluid flowing across this short

segment per unit of time is then det (V(p(t)) p′ (t) ). The total amount of fluid flow

across the whole path is then
∫ 1

0
det (V(p(t)) p′ (t) ) dt.

Example 12–6.Suppose the velocity field for the flow isV
(

x
y

)
=

( −y
x

)
and the

path is the straight line segment from the origin to
(

2
3

)
. One parameterization of this

path isp(t) = t
(

2
3

)
, for 0 ≤ t ≤ 1. The net flow of fluid across this path per unit time

is then
∫ 1

0
det (V(p(t)) p′ (t) ) dt =

∫ 1

0
det

(−3t 2
2t 3

)
dt =

∫ 1

0
−13t dt = −13/2.

From the point of view of an observer standing at the origin looking toward
(

2
3

)
the flow is from right to left.

Exercise 12–7.What if the path in the example is a circle of radius 1 centered at
the origin?

For a 3 dimensional flow, the amount of fluid crossing a two dimensional surface
could be measured. Again, the general case is difficult to analyze. Suppose the
velocity field takes the same valuev at each point, and the two dimensional surface
is the parallelogram with vertices at the origin,a, a + b, andb. The same geometric
intuition shows that the fluid flux across this parallelogram in one time unit is
det(v, a, b), the determinant of the matrix withv, a, andb as columns. What is the
significance of the sign of this determinant? Imagine that the parallelogram with
vertices at 0,a, a + b, andb is painted on a piece of glass. The side of the glass
with the property that when traversing thevertices in this order the inside of the
parallelogram lies to the left is the ‘outside’ and the other side is the ‘inside’. This
determinant is positive if the flow is from the inside to the outside, and negative if
the flow is from the outside to the inside.

The general flow can be analyzed using the same methodology as in the other
cases. The primary challenge is to find a reasonable parameterization of the path or
surface involved. The core observation is that there should be as many parameters
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as the dimension of the path or surface being parameterized.

Example 12–7. If a velocity vector field is given, what is the net outflow of the
fluid through the surface of a sphere of radius 3 centered at the origin? The surface
of the sphere is a 2 dimensional object, and so should be parameterized using two
variables. A natural approach is to use latitude and longitude coordinates. Define

a mappingg
( θ

φ

)
=




3 cosθ cosφ
3 sinθ cosφ

3 sinφ


, and take the domain ofg to be the rectangle

Q =
{( θ

φ

)
: 0 ≤ θ < 2π,−π/2 ≤ φ ≤ π/2

}
. The functiong mapsQ onto the sphere

of radius 3 centered at the origin. If the velocity field isv




x
y
z


, then the net fluid

flow is
∫

Q
det

(
v(g

( θ
φ

)
) dg

(θ
φ

) )
dθ × dφ.

The remainder of the discussion here develops a more systematic approach to
these types of computations. As was seen in the fluid flow examples, that parameter-
ization is physically irrelevant, but was central for the discussion as developed here.
The first step will be to develop tools that will push the parameterization further
into the background and allow the physical intuition to be used more directly. This
systemized approach will also expose the analog of the Fundamental Theorem of
Calculus in this more complicated setting.
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Problems

Problem 12–1. A particle moves in a force fieldR
(

x
y

)
=

( −y
x

)
along a path

p(t) =
(

t − 1
2t − 3

)
for 0 ≤ t ≤ 1. How much work is done?

Problem 12–2. Supposea andb are two vectors inR3. Find a parameterization of
the line segment joininga andb.

Problem 12–3. Suppose the two dimensional fluid flow has a velocity field given

by v
(

x
y

)
=

(
y(1 − y)

0

)
for 0 ≤ y ≤ 1 and allx. What is the rate at which fluid

crosses the line segment from the origin to
(

0
1

)
per unit time?

Problem 12–4. Suppose the velocity field of a fluid flow isV
(

x
y

)
=

(
x + y

0

)
.

What is the net flow from the inside to the outside of the box with corners at
( −1

−1

)
,(

1
−1

)
,
(

1
1

)
, and

(−1
1

)
?

Problem 12–5. The velocity of a particle of fluid at the point
(

x
y

)
is V

(
x
y

)
=( −y

x2

)
. A curve is given parametrically byp(t) =

(
t
t2

)
for 0 ≤ t ≤ 1. Compute that

net rate at which fluid crosses the curve per unit time. From the point of view of
an observer standing at the origin and looking along the curve, is the net fluid flow
crossing the curve from left to right, or from right to left?

Problem 12–6. The force acting on a particle at the location
(

x
y

)
is given by

F
(

x
y

)
=

( −x
−y

)
. Give a parameterization of the straight line path connecting the

point
(

1
2

)
to the point

(
4
7

)
. Find the work done when a particle moves along the

straight line path from
(

1
2

)
to

(
4
7

)
. Is the work done by the force field, or against

the force field?

Problem 12–7. How much work is done by the gravitational fieldF




x
y
z


 =

−1
(x2 + y2 + z2)3/2




x
y
z


 on a particle moving from




1
1
1


 to




2
2
2


?
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Solutions to Problems

Problem 12–1. The work done is
∫ 1

0

(
3 − 2t
t − 1

)
•
(

1
2

)
dt = 1.

Problem 12–2. To move froma to b in a straight line, follow the line through
a in the directionb − a. One path that follows this line isp(t) = a + t(b − a), for
0 ≤ t ≤ 1.

Problem 12–3. One parameterization of the line segment isp(t) =

(
0
t

)
for 0 ≤ t ≤ 1. The rate of flow across this segment per unit time is then∫ 1

0
det

(
t(1 − t) 0

0 t

)
dt = 1/6.

Problem 12–4. Parameterize each of the four sides of the box in such a
way that a positive value for the net flow indicates flow from inside the box
to the outside of the box. One parameterization for the left side of the box is

p(t) =

(
−1
1

)
+ t

(
0
−1

)
=

(
−1

1 − t

)
. The net outflow through this side of the

box is then
∫ 1

0
det

(
−t 0
0 −1

)
dt =

∫ 1

0
t dt = 1/2. Applying similar methods

for the other 3 sides and adding the results gives a net outflow of 4.

Problem 12–5. Herep′ (t) =

(
1
2t

)
, and the net flow is

∫ 1

0
det

(
−t2 1
t2 2t

)
dt =∫ 1

0
−2t3 − t2 dt = −1/2− 1/3 = −5/6. Since the net flow is negative, the net flow

is from right to left.

Problem 12–6. One parameterization isp(t) =

(
1
2

)
+ t

((
4
7

)
−
(

1
2

))
=(

1 + 3t
2 + 5t

)
for 0 ≤ t ≤ 1. There are many others. Using this parameterization,

p′ (t) =

(
3
5

)
and the work is

∫ 1

0

(
−1 − 3t
−2 − 5t

)
•
(

3
5

)
dt =

∫ 1

0
−13 − 34t dt =

−13− 17 = −30. Since the result is negative, the work is done against the field.

Problem 12–7. One path is parameterized asp(t) =

(1
1
1

)
+ t

( 1
1
1

)
, for

0 ≤ t ≤ 1. The work done is
∫ 1

0

−1
(3(t + 1)2)3/2 3t dt = 4 − 3√2 = −0.2426.
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Solutions to Exercises
Exercise 12–1. The standard basis ofR2

p is (p, e1) and (p, e2).

Exercise 12–2. The work done is

(1
2
3

)
•

(−4
0
1

)
= −1.

Exercise 12–3. Herep′ (t) =

(−4
0
1

)
and the integral is−1, as before.

Exercise 12–4. In this caseq′ (t) = 2t

(−4
0
1

)
and the integral is

∫ 1

0

(1
2
3

)
•2t

(−4
0
1

)
dt = −

∫ 1

0
2t dt = −1,

as before.

Exercise 12–5. The value is the tangent vector

((
1

1/2

)
,
(

1/4
0

))
. The river

flows fastest at its center, and hasvelocity near zero near its banks.

Exercise 12–6. In the first case, the flow moves from left to right. In the second
case, the flow moves from right to left.

Exercise 12–7. One parameterization of the path isp(t) =

(
cost
sint

)
for 0 ≤ t ≤

2π. The net flow is then
∫ 2π

0
det

(
−sint −sint
cost cost

)
dt = 0.
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The physical examples of the previous section involve integrands which have
a nice form. A real valued function ofk vector arguments which is linear in each
argument separately is called atensorof orderk.

Example 13–1.The usual dot product is a tensor of order 2 since ifv is fixedv•u
is linear in theu argument.

Example 13–2. If v1, v2, andv3 are vectors inR3 the function defined by the formula
T(v1, v2, v3) = det (v1 v2 v3 ) is a tensor of order 3.

Example 13–3.A linear function with domainR2 and rangeR is a tensor of order
1.

There are some simple linear functions which will be particularly useful. The
notation is rather poor, but has been in use for more than a century. Denote by

x the function with domainR2 and rangeR specified by the formulax
(

a
b

)
= a.

Similarly,y is the function defined by the formulay
(

a
b

)
= b. The functionsx andy

are nothing more than projections onto the coordinate directions. These same names

are also used for functions with domainR3. Thusx




a
b
c


 = a andy




a
b
c


 = b, too.

Exercise 13–1.What is the rule defining the functionz, whose domain isR3?

Any tensor of order 1 can be written in terms of these basic functions.

Example 13–4.Supposef
(

a
b

)
= 3a + 4b. Thenf

(
a
b

)
= 3x

(
a
b

)
+ 4y

(
a
b

)
. One

would usually write more simply thatf = 3x + 4y. Note that in this expressionx and
y are functions and not variables! Alsodf = 3dx + 4dy in terms of the derivatives
dx anddy of the basic tensorsx andy.

As the determinant example above demonstrates,some tensors have the property
that an interchange in the order of the arguments changes the sign of the value of
the tensor. Such a tensor isalternating.

There is a simple method of building up alternating tensors of higher orders
from the simple tensorsx andy (andz). Thewedge product(or exterior product )
x ∧ y is the second order alternating tensor given by the formulax ∧ y(u, v) =

det
(

x(u) x(v)
y(u) y(v)

)
.
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Exercise 13–2.Show that the wedge product thus defined is an alternating tensor
of order 2.

Exercise 13–3.Computex ∧ y(
(

1
2

)
,
(

3
4

)
).

Exercise 13–4.What isx ∧ x?

Similarly, x ∧ y ∧ z(u, v, w) = det




x(u) x(v) x(w)
y(u) y(v) y(w)
z(u) z(v) z(w)


.

The wedge product of two general alternating tensors is computed by expanding
each tensor in terms of the basic wedge productsx ∧ y above and then adding the
wedge products of the corresponding basis elements, taking care to maintain the
proper order of the factors.

Example 13–5.What is (2x−7y) ∧ (x+6y)? Taking care with the order of the factors
and expanding gives (2x−7y) ∧ (x+6y) = (2x) ∧ x+(2x) ∧ (6y)−(7y) ∧ x−(7y) ∧ (6y) =
2x ∧ x + 12x ∧ y − 7y ∧ x − 42y ∧ y = 19x ∧ y, after using the facts thatx ∧ x = 0,
y ∧ y = 0 andx ∧ y = −y ∧ x.

In the phyiscal examples of the last section, some of the objects appearing in
the computations were tangent vectors (such asp′ (t)). This suggests that the main
interest will be with tensors whose inputs are tangent vectors. Adifferential k form
(or simply ak form ) on R2 is a functionω with domainR2 for which ω(p) is an
alternating tensor of orderk whose domain is the tangent spaceR2

p. Note that there is
no obvious ‘differential’ in the definition of differential forms! The intuition should
be that the ‘differential’ comes from the tangent vectors which are the arguments of
the form. A similar definition applies in spaces of other dimension.

A differential form must have, for eachp, an expression in terms of the wedge
products of basic first order tensors onR2

p. What are these basic first order tensors?
The basic first order tensors ofR2 are the functionsx andy. Since each of these
basic tensors is linear,dx(p) = x for all p. Hence the basic first order tensors onR2

p

aredx(p) anddy(p). Every differential formω can therefore be written as a sum of
terms each of which is a real valued function of 2 variables times a wedge product
of these basic tensors.

Exercise 13–5.What are the basic differential forms onR3?

To gain physical intuition, considerthe simple differential formdx. What is

the valuedx
(

a
b

)((
a
b

)
,
(

c
d

))
? Sincex is the function with formulax

(
a
b

)
= a,

dx
(

a
b

)
= ( 1 0 ). Thusdx

(
a
b

)((
a
b

)
,
(

c
d

))
= ( 1 0 )

(
c
d

)
= c. Herec is
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thechange in thex component of the tangent vector with tail at
(

a
b

)
and head at(

a + c
b + d

)
. Sodx represents an incremental change in thex coordinate. A similar

interpretation applies tody anddz.

With this physical intuition, the languageof differential forms makes the de-
scription of the physical problems of the previous section simple.

Example 13–6.SupposeF




x
y
z


 =




x
−z
y


 is a force field onR3. The work form

for this force field isW = x dx − z dy + y dz. The form expresses at an intuitive level
the earlier argument that for small changes in position the force field is essentially
constant and that in this case the work done is the dot product of the field with the
displacement vector. Notice that, formally, the work form is nothing more than

F




x
y
z


•




dx
dy
dz


.

Exercise 13–6.What is the work form associated with the force fieldF
(

x
y

)
=( −y

−x

)
onR2?

Example 13–7.What form would be associated with the fluid flow with velocity

field V
(

x
y

)
=

(
y
x

)
in R2? Using the same physical intuition, the fluid flow form

for this flow would by det
(

y dx
x dy

)
= y dy − x dx.

There is also physical intuition associated with the wedge product of differ-
ential forms. InR2, the formdx ∧ dy is the area of a parallelogram with sides
parallel to thex and y axes. This interpretation comes from the computation

dx ∧ dy
(

a
b

)(((
a
b

)
,
(

c
d

))
,
((

a
b

)
,
(

e
f

)))
= det

(
c e
d f

)
. In R3, the same

wedge product is the area of the projection (shadow) of a 3 dimensional parallelo-
gram on thex-y plane.

Exercise 13–7.Verify this physical interpretation by an appropriate computation.

Example 13–8.Suppose a fluid flow inR3 has the same velocity




2
3
4


 at all

points. Then as was seen earlier, the fluid flow through a parallelogram spanned

by




a
b
c


 and




d
e
f


 is det




2 a d
3 b e
4 c f


. Expanding this determinant gives the
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value 2(bf − ce) − 3(af − cd) + 4(ae − bd). This is the same value as the 2 form

ω = 2dy ∧ dz + 3dz ∧ dx + 4dx ∧ dy applied to the tangent vectors






0
0
0


,




a
b
c






and






0
0
0


,




d
e
f




. The wedge products in this form are giving the areas of the

projection of the parallelogram onto the respective coordinate planes. The ordering
in the factors in the wedge products maintains the earlier interpretation of the sign
of the determinant in this case.

Exercise 13–8.What form would be associated with a general fluid flow inR3?

As the problems in the earlier section indicate, forms exist to be integrated, as it
is the integral of the form that is of physical significance. How should the integral
of a form be defined?
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Problems

Problem 13–1. What is (3xdx + 5ydy)
(

1
2

)
(
(

1
2

)
,
(

3
4

)
)?

Problem 13–2. Simplify (3xdx + 5ydy) ∧ dx.

Problem 13–3. What is the interpretation of a 2 form inR2?

Problem 13–4. What is the interpretation of a 3 form inR3?
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Solutions to Problems

Problem 13–1. (3xdx + 5ydy)

(
1
2

)
(

(
1
2

)
,
(

3
4

)
) = 9 + 40 = 49.

Problem 13–2. (3xdx + 5ydy) ∧ dx = 3xdx ∧ dx + 5ydy ∧ dx = −5ydx ∧ dy.

Problem 13–3. This must be an oriented area.

Problem 13–4. This must be an oriented volume.
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Solutions to Exercises

Exercise 13–1. The rule isz

( a
b
c

)
= c.

Exercise 13–2. Interchanging two columns of a matrix changes the sign of its
determinant.

Exercise 13–3. x ∧ y(

(
1
2

)
,
(

3
4

)
) = det

(
1 3
2 4

)
= −2.

Exercise 13–4. x∧ x = 0, since a matrix with two equal columns has determinant
0.

Exercise 13–5. Here the basic forms aredx, dy, anddz.

Exercise 13–6. The work form is−y dx − x dy.

Exercise 13–7.

dx ∧ dy

( a
b
c

)((( a
b
c

)
,

( d
e
f

))
,

(( a
b
c

)
,

( g
h
i

)))

= det

(
d g
e h

)
.

Exercise 13–8. Suppose the velocity vector of the flow isV

( x
y
z

)
=

( v1

v2

v3

)

where each ofv1, v2, andv3 may be functions ofx, y, andz. The 2 form associated
with this flow is thenv1dy ∧ dz + v2dz ∧ dx + v3dx ∧ dy.



§14. Pulling Back and Integrating Forms

A 1-form can only be reasonably integrated over a set of dimension 1, even
though the form is usually defined over aset of larger dimension. The earlier
physical examples illustrated that the 1 dimensional set will be parameterized using
1 parameter. This parameterization will be done using afunction of a single variable
which takes values in a higher dimensional space. If the form can be pulled back to
a form defined on the domain of this function, the integral of the pulled back form
can be computed in the usual way. The only question is how the form can be pulled
back.

Forms are defined on tangent spaces. To understand how a form should be
pulled back, consider the basic formdx onR2. Suppose a 1 dimensional path inR2

is parameterized by a functionp(t) whose domain is the interval [0, 1] in R. Grab
a tangent vector (a, b) in R1

a. Under the mappingp, this tangent vector is mapped
to a tangent vector inR2

p(a), namely the tangent vector (p(a), p(a + b) − p(a)) =
(p(a), p′ (a) b). This tangent vector can be used as input for the formdx at the point
p(a). Direct computation givesdx(p(a))(p(a), p′ (a) b) = ( 1 0 )p′ (a)b. This is
defined to be the value of thepull back p∗ dx of the formdx by p at the tangent
vector (a, b).

Example 14–1.To gain some additional insight, consider a specific case. Suppose

p(t) =
(

2t2

3t

)
, for 0 ≤ t ≤ 1 is a path inR2. What isp∗ dx? Herep′ (t) =

(
4t
3

)
so by

the formula just developed, (p∗ dx)(a)(a, b) = 4ab. A key insight is that this is the
same as the value of the form 4t dt(a)(a, b).

Exercise 14–1.Compute 4t dt(a)(a, b).

The example illustrates a simple method of pulling back a form. The parame-
terization expresses each of the variables in the range space in terms of the variables
in the domain space. The values for the basic formsdx anddy in the range space
can then be obtained by mechanical computation, similar to that used when making
a simple change of variable in an integral.

Example 14–2.Using the parameterization of theprevious problem gives the ex-
pressionsx = 2t2 and y = 3t in terms of the variablet, so thatdx = 4t dt and
dy = 3dt. So,p∗ (5x dx − 7y2 dy) = 5(2t2) 4t dt − 7(3t)2 3dt = (40t3 − 189t2) dt is the
pull back of the form 5x dx − 7y2 dy underp.

The integral of a form over a curve (or surface) is defined to be the integral of
the pull back of a form under a parameterization of the curve (or surface) over the
domain of the parameterization.
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Observe that a 1-form can only be integrated over a 1 dimensional object; a
2-form can only be integrated over a 2 dimensional object. For this reason, a
parameterization of a 1 dimensional object is sometimes called a1 cube, and a
parameterization of a 2 dimensional object a2 cube.

Example 14–3.Consider the formω = 3dx + 4dy on R2 and the 1 dimensional

curve parameterized byf (t) =
(

t
t2

)
for 0 ≤ t ≤ 1. In order to compute

∫
f
ω, first

computef ∗ ω = (8t + 3)dt. Then
∫

f
ω =

∫ 1

0
(8t + 3)dt = 7. This integral represents

the work done by moving a particle through the constant force field (3, 4) along the
arc of the parabola parameterized byf .

Example 14–4.Thearc length form on R2 is ds =
√

(dx)2 + (dy)2. The physical
intuition for the name of the form comes from the fact thatds is the distance travelled

when moving through a small change of position
(

dx
dy

)
along a straight line path.

The pull back of the arc length form under a parameterized pathp(t) gives the
distance travelled under a small displacement along the curve parameterized byp.

Thus
∫

p
ds is the length of the curve parameterized byp.

Exercise 14–2.What is the arc length form onR3?

Example 14–5. In R3 there is a surface area form which represents the area of
a small surface element of a 2 dimensional surface in 3 dimensional space. To
uncover this form, consider first the formula for the volume of a 3 dimensional

parallelogram spanned by the vectors




a
b
c


,




d
e
f


, and




g
h
i


. The volume is

det




a d g
b e h
c f i


 = a(ei − f h)−b(di − f g) +c(dh −eg) as was computed earlier. If the

vector




a
b
c


 is chosen to be perpendicular to theother 2 vectors and of unit length,

this volume will be numerically equal to the2 dimensional area of the parallelogram
spanned by the other 2 vectors. The perpendicularity requirements ona, b, andc
are thenad +be +cf = 0 andag +bh +ci = 0. Multiply the first of these byg and the
second byd and subtract to getb(eg−dh)+c(f g−di) = 0. So one choice for the vector


a
b
c


 is




ei − f h
f g − di
dh − eg


, divided by its length. The area of the parallelogram spanned

by




d
e
f


 and




g
h
i


 is then

√
(ei − f h)2 + (di − f g)2 + (dh − eg)2. The surface area
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form is thereforedS =
√

(dy ∧ dz)2 + (dx ∧ dz)2 + (dx ∧ dy)2, since this form has the

same value on these tangentvectors. The integral
∫

p
dS is the surface area of the

2 dimensional surface parameterized byp. The sign of the integral discloses the
orientation of the surface.



§14: Pulling Back and Integrating Forms 91

Problems

Problem 14–1. For the 1 formω = xy2 dx + y dy and f (t) =
(

t
t

)
, for 0 ≤ t ≤ 1,

computef ∗ ω and
∫

f
ω.

Problem 14–2. For the 1 formω = xy2 dx + y dy and f (t) = (t, t2), for 0 ≤ t ≤ 1,

computef ∗ ω and
∫

f
ω.

Problem 14–3. For the 1 formω = xy2 dx + y dy find a parameterizationf whose

image (range) is the line segment from (1, 1) to (3, 7) and computef ∗ ω and
∫

f
ω.

Problem 14–4. Find the length of the curve with parameterizationp(t) =
(

4t
2t2

)
for 0 ≤ t ≤ 1.

Problem 14–5. Argue that the gravitational field generated by a point of massM

at the origin is
−GM

(x2 + y2 + z2)3/2 (x dx + y dy + z dz). Spherical coordinates




r
θ
φ




on R3 are defined byx = r cosθ cosφ, y = r sinθ cosφ, andz = r sinφ. Find the

equivalent representation of this field in spherical coordinatesr =
√

x2 + y2 + z2, θ,
andφ. Hint: Use an appropriate pullback.

Problem 14–6. Use spherical coordinates onR3 to compute the volume of a sphere
of radius 5 centered at the origin.

Problem 14–7. Find the surface area of a sphere of radius 5 centered at the origin.
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Solutions to Problems

Problem 14–1. f ∗ ω = (t3 + t) dt and
∫

f
ω =

∫ 1

0
(t3 + t) dt = 1/4 + 1/2 = 3/4.

Problem 14–2. f ∗ ω = (t5 + 2t3) dt so
∫

f ω =
∫ 1

0 (t5 + 2t3) dt = 3/2.

Problem 14–3. One choice isf (t) =

(
1
1

)
+ t

((
3
7

)
−
(

1
1

))
. This gives

f ∗ ω = (2t + 1)(6t + 1)22dt + (6t + 1)6dt.

Problem 14–4. Pull back the arc length form to getp∗ (ds) = √16dt2 + 16t2 dt =

4√1 + t2 dt. The length of the curve is
∫ 1

0
4
√

1 + t2 dt = 2√2 − 2 ln(√2 − 1).

Problem 14–5. Pull back the 1 form using the mapping

f

( r
θ
φ

)
=

( r cosθ cosφ
r sinθ cosφ

r sinφ

)
,

noting thatx2 + y2 + z2 = r2.

Problem 14–6. The volume is 500π/3.

Problem 14–7. Spherical coordinates can be used again, but this time the
radius is not a variable, but a known constant. The surface area is 100π.
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Solutions to Exercises
Exercise 14–1. 4t dt(a)(a, b) = 4a dt(a)(a, b) = 4ab.

Exercise 14–2. On R3 the arc length form isds =
√

(dx)2 + (dy)2 + (dz)2.



§15. Orientation

The physical interpretation of the integral of a 1 form as work suggests that
the direction in which the path of integration is traversed will affect the sign of the
integral. This is in fact the case. In computing the integral of a 2 form on a 2 cube
the parameterization of the cube is important.

Example 15–1.The surface area formdS =
√

(dx ∧ dy)2 + (dx ∧ dz)2 + (dy ∧ dz)2

of the last section can be pulled back to compute surface area. What is the surface

area of the rectangle inR3 with vertices at the origin,




1
0
0


,




1
2
0


, and




0
2
0


?

The surface area must be 2, the area of the rectangle. To compute using the
methodology of forms and pull backs, parameterize the rectangle using the function

p
(

s
t

)
=




s
t
0


, for 0 ≤ s ≤ 1, 0 ≤ t ≤ 2. Since this parameterization givesx = s,

y = t andz = 0, thendx = ds, dy = dt, anddz = 0. Sop∗ (dS) =
√

(ds ∧ dt)2. Does
this simplify tods ∧ dt or dt ∧ ds? The answer to this question affects the sign of
the integral of the pull back.

In the discussion of volumes and determinants, the orientation of the volume
was seen to affect the sign of the determinant. A similar situation exists here, with
2 dimensional surfaces inside 3 dimensional space. Such a surface has both a top
and a bottom (or an inside and outside). A parameterization of the surface will be
orientation preserving if any triangle with the standard orientation in the domain of
the parameterization is mapped to a curve which traces out a counterclockwise path
when viewed from the top (or outside) in the range of the parameterization.

Example 15–2.For the parameterizationp of the previous example, if a triangle
in the domain ofp is traced out in a counterclockwise direction, the image triangle
will also be traced out in a counterclockwise direction, as viewed from a point on
the positivez axis.

An orientation preserving parameterization should always be used to pull back
a form to the natural ordering of thewedge products before integration.

Example 15–3.The parameterizationq
(

s
t

)
=




1 − s
t
0


 is orientation reversing.

Tracing the border of a triangle in the domain ofq in a counterclockwise direction
will trace the border of the image triangle in the clockwise direction, as viewed from
the positivez axis. If q pulls back a form to the natural order of wedge products,
the integral will have the wrong sign.

Copyright 2003 Jerry Alan Veeh. All rights reserved.



§15: Orientation 95

The upshot of the previous discussion is that unless care is taken, the integral
of the pull back may be computed with the incorrect sign.

The following gives the technical details of the previous discussion. Supposef
is a 2 cube inR3. There may well be another 2 cubeg with the same image set in
R3. How are

∫
f ω and

∫
g ω related? Writeg∗ ω = h ds ∧ dt. Then

f ∗ ω = (g ° g−1
° f )∗ ω

= (g−1
° f )∗ (g∗ ω)

= h ° (g−1
° f ) det(d(g−1

° f )) ds ∧ dt.

This computation and the change ofvariables formula then gives
∫

f
ω =

∫
f ∗ ω

=
∫

(g ° g−1
° f )∗ ω

=
∫

(g−1
° f )∗ (g∗ ω)

=
∫

h ° (g−1
° f ) det(d(g−1

° f )) ds × dt

=
∫

h ° (g−1
° f ) | det(d(g−1

° f ))| ds × dt

=
∫

h ds × dt

=
∫

g∗ ω

=
∫

g
ω

under the sole proviso that det(d(g−1
° f )) > 0. The two 2 cubesf andg have the

same orientationif the condition det(d(g−1
° f )) > 0 holds. A similar computation

can be made in other cases.



§16. The Fundamental Theorem of Calculus

Since the integral of a form has been seen to have physical significance, the
question of differentiation of forms naturally arises. Once meaning is attached to
the differentiation of forms, the analogof the Fundamental Theorem of Calculus for
forms can be developed. As in the case of functions, this theorem is of great value
in computing integrals of forms.

One of the basic interpretations of a derivative is as a rate of change. Thus the
derivative of a form should represent the rate at which the form is changing.

Example 16–1.To gain some insight into what the rate of change of a form is,
consider the fluid flow form associated with a velocity field that is the same at

all points in R2. For concreteness, suppose the velocity field isV
(

x
y

)
=

(
2
3

)

at all points
(

x
y

)
. The associated form is thenF = 2dy − 3dx. What is dF,

the derivative of this form? Since the velocity field is the same everywhere, two
observers measuring the flow across a line segment of a given length in a given
direction will get the same value, no matter where the two observers are standing.
So this flow does not change at all with the position of the observer. HencedF = 0.

In particular, the observation of the example implies thatd(dx) = 0, d(dy) = 0
andd(dz) = 0, since all of these basic forms are associated with constant velocity
fluid flows.

Consider now the case of a general flow inR2, with V
(

x
y

)
=

(
v1

v2

)
wherev1 and

v2 are functions ofx andy representing the components of the velocity in thex andy

directions. How can the flow change when moving from
(

x
y

)
to a nearby point? The

only way the flow can change is if the change in the velocity of the flow causes a net
buildup or net depletion of fluid in the region between the measurement locations.

Using earlier intuition, suppose the nearby point is at
(

x + dx
y + dy

)
. Looking at the hori-

zontal component of the fluid motion, the net buildup isv1

(
x + dx

y

)
dy−v1

(
x
y

)
dy ≈(

v1

(
x
y

)
+

∂
∂x

v1

(
x
y

)
dx

)
dy −v1

(
x
y

)
dy =

∂
∂x

v1

(
x
y

)
dx dy. Similarly, for the ver-

tical component of the velocity the net buildup isv2

(
x

y + dy

)
dx − v2

(
x
y

)
dx ≈(

v2

(
x
y

)
+

∂
∂y

v2

(
x
y

)
dy

)
dx − v2

(
x
y

)
dx =

∂
∂y

v2

(
x
y

)
dx dy. The total net buildup

is therefore

(
∂
∂x

v1

(
x
y

)
+

∂
∂y

v2

(
x
y

))
dx dy. Here the productdx dy represents the
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area of the small rectangle, which is also true of the formdx ∧ dy. This physical

argument suggests thatdF =

(
∂
∂x

v1

(
x
y

)
+

∂
∂y

v2

(
x
y

))
dx ∧ dy in this case.

Physically, a positive value of
∂
∂x

v1

(
x
y

)
+

∂
∂y

v2

(
x
y

)
would mean that there

was a net depletion of the fluid in this small rectangle, since the fluid was speeding
up as it moved from left to right and bottom to top. For this reason the sum
∂
∂x

v1

(
x
y

)
+

∂
∂y

v2

(
x
y

)
is called thedivergenceof the vector fieldV

(
x
y

)
=

(
v1

v2

)
and is denoted divV.

Exercise 16–1.What is the divergence of a vector fieldV




x
y
z


 =




v1

v2

v3


 in R3?

As in the calculus of functions, computing in this way is tedious and error
prone. Mechanical methods of computation are necessary to make the theory
useful. Fortunately, such mechanical methods are near at hand.

The form for the flowV
(

x
y

)
=


 v1

(
x
y

)

v2

(
x
y

)

 is F = v1

(
x
y

)
dy − v2

(
x
y

)
dx.

Now both v1 and v2 are real valued functions, anddv1

(
x
y

)
=

∂
∂x

v1

(
x
y

)
dx +

∂
∂y

v1

(
x
y

)
dy. Also dv2

(
x
y

)
=

∂
∂x

v2

(
x
y

)
dx +

∂
∂y

v2

(
x
y

)
dy. Substituting these

expressions into the formula forF and replacing the usual product with the differ-

entials by the wedge product givesdF =

(
∂
∂x

v1

(
x
y

)
dx +

∂
∂y

v1

(
x
y

)
dy

)
∧ dy −(

∂
∂x

v2

(
x
y

)
dx +

∂
∂y

v2

(
x
y

)
dy

)
∧ dx = divV

(
x
y

)
dx ∧ dy, as above. The computa-

tional scheme is now complete.

Example 16–2.Using this technique,d(xy dx+7y2 dy) = (y dx+x dy)∧ dx+(14y dy)∧
dy = −x dx ∧ dy.

Exercise 16–2.What isd(exy dx − sin(xy) dy)?

This computational procedure shows that for any formF, d(dF) = 0. So the
first fact above aboutd(dx) = 0 was not peculiar to this simple form alone.

Having developed the notion of differentiation of forms paves the way for the
development of the FundamentalTheorem of Calculus for forms.

To gain some insight into how the fundamental theorem for forms should work,
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consider again the simple work formW = 2dx + 3dy. Suppose the objective is to
find the amount of work done when moving along a line segment from the origin

to the point
(

5
7

)
. Instead of parameterizing the path and computing as was done

earlier, first find an antiderivative ofW. A moments reflection shows that the

functionP
(

x
y

)
= 2x+3y has the property thatdP = W. In this context, the function

P is apotential for the formW. This simply means thatP is a function for which
dP = W.

Exercise 16–3.Show thatd(2x + 3y) = W. Are there any other functions whose
derivative isW?

Having found an antiderivative forW, the fundamental theorem should allow
the work done to be computed as a difference in the values of the antiderivative
at the endpoints of the path. In this case, the work done when traversing the path

would beP
(

5
7

)
− P

(
0
0

)
= 2 ⋅ 5 + 3 ⋅ 7 − (2 ⋅ 0 + 3 ⋅ 0) = 31.

Exercise 16–4.Show that this value is correct by computing the work done by
pulling back the form.

Example 16–3.Not every form is a derivative.If the formF is the derivative of
another form, sayF = dW, then from the general fact above,dF = d(dW) = 0. The
form F = xy dx + y dy is not a derivative, sincedF = (x dy + y dx) ∧ dx + dy ∧ dy =
−x dx ∧ dy is not zero.

There is an additional technicality which even shows up in the usual function
setting.

Example 16–4.The functionF(x) which takes the value 0 forx < 2 and the value
1 for x > 2 has derivative equal to 0 everywhere except atx = 2. Because of this
single point of difficulty, the FundamentalTheorem fails to hold for this functionF.

As a particular case,
∫ 4

0
F′ (t) dt = 0 ≠ F(4) − F(0) = 1. The interval on whichF′ is

defined has a hole atx = 2 and this single hole is sufficient to cause the Fundamental
Theorem to fail.

To distinguish the cases caused by this technicality, some terminology is intro-
duced. A formF is closedif dF = 0. A form F is exact if F is a derivative. An
exact formmust be closed. This is just the general fact above about the second
derivative of a form. An important fact called thePoincaré Lemmasays that in a
region which lacks holes a closed form is exact.

Example 16–5.The form F = x2 dx + y2 dy is closed, sincedF = 0. Since this

form makes sense anywhere, in any region lacking holesF is exact, too. IfP
(

x
y

)
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is a potential for this form,dP =
∂
∂x

P
(

x
y

)
dx +

∂
∂y

P
(

x
y

)
dy. Thus

∂
∂x

P
(

x
y

)
= x2,

soP
(

x
y

)
= x3/3 + g(y) for any functiong of y alone. Using this expression gives

∂
∂y

P
(

x
y

)
= g′ (y) which should be equal toy2. Thusg(y) = y3/3 is one choice for

g. Thus one choice forP is P
(

x
y

)
= x3/3 + y3/3. This gives a general method for

finding potentials.

Example 16–6.The gravitational force fieldF
(

x
y

)
= (x2 + y2)−3/2

( −x
−y

)
onR2 has

associated work formW =
−x dx − y dy
(x2 + y2)3/2 . Simple computation shows thatdW = 0.

A potential forW is g
(

x
y

)
= (x2 + y2)−1/2. The potential is defined everywhere

except at the origin, anddg = W at all points at whichW is defined. SoW is exact.

The gravitational field example has some interesting consequences. How much
work is done by a particle moving once around a circle of radius 1 centered at
the origin? Since the work form for the gravitational field has a potential, and the
starting and ending point of the path are the same, no work is done.

Looking more carefully at this question brings another idea into play. The
circular path is the boundary (border) of the solid circular region. The relationship
between the boundary of the circle and the solid circle is the same as the relationship
between the endpoints of an interval and the whole interval. Denote by∂C the

boundary of the solid circular regionC. By analogy,
∫

∂C
W =

∫
C

dW. While true

for the gravitational field, this result fails generally unless the solid region has no
holes.

Example 16–7.The formB =
−y dx + x dy

x2 + y2
is very similar to the work form for the

gravitational field. Direct computation shows thatdB = 0 so thatB is closed. In
fact,d(arctan(y/x)) = B too where this function is defined. But since arctan(y/x) is
not defined on thex-axis, it isnot a potential for the formB. SoB is not exact.

Exercise 16–5.For the formB compute the work done when traversing a semicir-

cular path from
(−1

0

)
to

(
1
0

)
which passes above the origin and for a semicircular

path that passes below the origin.

This equality between the integral of a form on the boundary of a region and
the integral of the derivative of the form over the region itself constitutes the
Fundamental Theorem of Calculus for differential forms.
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Stoke’s Theorem. If F is a form andR is a set without holes then∫
R

dF =
∫

∂R
F.

When computing using Stoke’s Theorem, the boundary∂R is given the orien-
tation inherited from the regionR.

Example 16–8.For the fluid flow formF = y dx − x dy, what is the net outflow

from the square with vertices at the origin,
(

1
0

)
,
(

1
1

)
, and

(
0
1

)
per unit time?

Here dF = −2dx ∧ dy, so by Stoke’s Theorem the net outflow per unit time is∫ 1

0

∫ 1

0
−2dx dy = −2. Since the net outflow is negative, there is in fact an inflow of

2 per unit time.

Exercise 16–6.Compute the net outflow by pulling back the form.

Example 16–9. In R2 suppose the two dimensional vector fieldv =
(

v1

v2

)
specfies

the velocity vector of a fluid flow at each point in the plane via the associated 2

form ω = −v2 dx + v1 dy. If R is a region in the plane then
∫

∂R
ω represents the rate

at which fluid is leaving the regionR. By Stoke’s Theorem∫
∂R

ω =
∫

R
dω =

∫
R
(D1v1 + D2v2) dx ∧ dy.

Recall thatD1v1 + D2v2 is the divergence of the vector fieldv. This identity restates
the earlier interpretation of the divergence as the net rate at which fluid is leaving
a region. This special case of Stoke’s Theorem is often called theDivergence
Theorem.

The symbol∇ is introduced to formally represent the ‘vector’
(

D1

D2

)
in R2 or


D1

D2

D3


 in R3. The divergence of a vector fieldv is then formally written as∇ ⋅ v.

Exercise 16–7.A vector field isincompressibleif its divergence is zero. Explain
the use of this terminology.

Example 16–10.In R3 supposeF =




F1

F2

F3


 is a three dimensional vector field. The

curl of F is defined to be the formal cross product∇ × F =




D2F3 − D3F2

D3F1 − D1F3

D1F2 − D2F1


. If S



§16: The Fundamental Theorem of Calculus 101

is a two dimensional surface inR3 then Stoke’s Theorem gives
∫

∂S
F1 dx + F2 dy + F3 dz =∫

S
(D2F3 − D3F2) dy ∧ dz + (D3F1 − D1F3) dz ∧ dx + (D1F2 − D2F1) dx ∧ dy.

(This last integral is often written as =
∫

S
∇ × F ⋅ n dσ wheren is the unit normal to

the surface anddσ is the surface area element.) Hence if the curl ofv is zero, the
work done in moving a particle along any closed curve is zero. This is easily seen
to imply that the 1 form representing the work done byF is closed (and so, exact in
a reasonable geometric region). Thus zero curl forF implies that the 1 form is the
derivative of a potential.



§16: The Fundamental Theorem of Calculus 102

Problems

Problem 16–1. If F = ey dx + ex dy what isdF?

Problem 16–2. If F = x dy ∧ dz + zx dz ∧ dx + zy dx ∧ dy, what isdF?

Problem 16–3. The work form associated with a force field isW = (6x + 5y) dx +
(5x + 4y) dy. What isdW? If possible, find a potential forW. If it is not possible to
find a potential forW explain why not.

Problem 16–4. A force field onR3 is F




x
y
z


 =




y
x + z

y


. What work formW is

associated with this force field? What isdW? Is there a potential? Find the work
done by a particle moving along the line segment connecting the origin to the point


1
2
3


.

Problem 16–5. For the work formW = y3 dx−x3 dy find the work done by a particle
moving counterclockwise once around the circle of radius 4 centered at the origin.

Problem 16–6. From the formF = xy dx + yz dy + xy dz a fluid flow is obtained as
dF. What is the net rate of flow per unittime through the part of the paraboloid
z = 9 − x2 − y2 above thex-y plane?

Problem 16–7. For the work formW = (x + y2) dx + (y + z2) dy + (z + x2) dz find the

work done by a particle traversing the edge of the rectangle with vertices at




0
0
0


,




1
0
0


,




1
1
0


, and




0
1
0


 in the counterclockwise direction.

Problem 16–8. Find the net outflow of fluid per unit time for a flow with velocity

field V




x
y
z


 =




3y2z3

9x2yz2

−4xy2


 from the cube with vertices




±2
±2
±2


.

Problem 16–9. Supposef is a vector field onR3 with component functionsf1, f2,
andf3. Define three associated differential forms by the equations

ω1
f = f1 dx + f2 dy + f3 dz

ω2
f = f1 dy ∧ dz + f2 dz ∧ dx + f3 dx ∧ dy

ω3
f = (f1 + f2 + f3) dx ∧ dy ∧ dz.
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Give a physical interpretation of each of these three forms.

Problem 16–10. If f : R3 → R show thatdf = ω1
∇ f .

Problem 16–11.Show that ifF : R3 → R3 thend(ω1
F) = ω2

curl F and thatd(ω2
F) =

ω3
div F.

Problem 16–12.Use the previous problem to show that curl∇ f = 0 and that
div curl F = 0.

Problem 16–13.Consider the force fieldω = (2x + y) dx + x dy in R2. Find the
amount of work done in moving a particle from (1, −2) to (2, 1).

Problem 16–14. Is the graviational field dF




x
y
z


 =

−1
(x2 + y2 + z2)3/2




x
y
z


 the

gradient of some function?

Problem 16–15.Argue that the work done by the gravitational field depends only
on the norm of the endpoints of the path traveled, not on the path itself.

Problem 16–16. In R2, n = n(x) is a unit vector which is normal to the boundary

of a regionS at the pointx andds is the arc length element. LetF =
(

F1

F2

)
be a two

dimensional vector field onR2. Show that
∫

C
F ⋅ n ds =

∫
C

−F2 dx + F1 dy.

Problem 16–17. In R3, n = n(x) is a unit vector which is normal to the surfaceS at

the pointx anddσ is the surface area element. LetF =




F1

F2

F3


 be a three dimensional

vector field onR3. Show that
∫

S
F ⋅ n dσ =

∫
S

F1 dy ∧ dz + F2 dz ∧ dx + F3 dx ∧ dy.
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Solutions to Problems
Problem 16–1. dF = (ex − ey) dx ∧ dy.

Problem 16–2. dF = dx ∧ dy ∧ dz + y dz ∧ dx ∧ dy = (1 +y) dx ∧ dy ∧ dz.

Problem 16–3. Computing givesdW = (6dx+5dy) ∧ dx+(5dx+4dy)∧ dy = 0,
soW is closed. SinceW is defined everywhere,W is exact. One potential forW

is P

(
x
y

)
= 3x2 + 5xy + 2y2.

Problem 16–4. The associated work form isW = y dx + (x + z) dy + y dz,
for which dW = dy ∧ dx + dx ∧ dy + dz ∧ dy + dy ∧ dz = 0. One potential is

P

( x
y
z

)
= xy + yz. The work done along this path isP

(1
2
3

)
− P

(0
0
0

)
= 8.

Problem 16–5. The formW is not exact, but Stoke’s Theorem can still be
applied. HeredW = −3(x2 + y2) dx ∧ dy. If C is the circular disk, the work done
is
∫

C −3(x2 + y2) dx × dy =
∫ 2π

0

∫ 4
0 −3r3 dr dθ = −384π.

Problem 16–6. If P denotes the paraboloid surface,
∫

P
dF =

∫
∂P

F by Stoke’s

Theorem. Now the boundary ofP is a circle of radius 3 in thex-y plane

which can be parameterized asp(t) =

( cost
sint

0

)
for 0 ≤ t ≤ 2π. So

∫
p∗ F =

∫ 2π

0
−cost sin2 t dt = 0.

Problem 16–7. Stoke’s Theorem says that the work done is the same as the

integral ofdW over the solid rectangle, which is
∫ 1

0

∫ 1

0
−2y dx dy = −1.

Problem 16–8. The associated fluid flow form isF = 9x2y2 dy ∧ dz +
9x2yz2 dz ∧ dx − 4xy2 dx ∧ dy. Stoke’s Theorem gives the flow as the inte-
gral of dF over the solid cube. HeredF = 9x2z2 dx ∧ dy ∧ dz, so this integral is∫ 2

−2

∫ 2

−2

∫ 2

−2
9x2z2 dx dy dz = 1024.

Problem 16–9. The formω1
f represents the work done by the force fieldf ,

the formω2
f represents the rate a which a fluid with velocity vectorf is passing

through a surface, andω3
f represents the rate at which a fluid with velocity vector

f is leaving a 3 dimensional region.

Problem 16–13. Sincedω = 0 the form is closed and hence exact here. It
is easy to see that ifη = x2 + xy thendη = ω. The work done is therefore
η(2, 1) − η(1, −2) = 6− (−1) = 7.

Problem 16–14. Recall that iff

( x
y
z

)
is a real valued function, the gradient off
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is the vector




D1f

( x
y
z

)

D2f

( x
y
z

)

D3f

( x
y
z

)




. What is the gradient of the function (x2+y2+z2)−1/2?

Problem 16–15. If p(t) is a parameterization of the path, then
d
dt

|| p(t) ||−1 =

F(p(t))•p′ (t), by the chain rule. So the Fundamental Theorem of Calculus
applies.

Problem 16–16. If c is a 1 cube parameterizingS thends =
∥∥ c′ (t)

∥∥ dt. Find
a formula forn and use an appropriate pull back to thex-y plane.

Problem 16–17. If c = (c1, c2, c3) is a 2 cube parameterizingS then n is

proportional to

(D1c1

D1c2

D1c3

)
×

(D2c1

D2c2

D2c3

)
. What isdσ in terms ofc?
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Solutions to Exercises

Exercise 16–1. The divergence of the vector fieldV

( x
y
z

)
=

( v1

v2

v3

)
is

∂
∂x

v1 +

∂
∂y

v2 +
∂
∂z

v3.

Exercise 16–2. d(exy dx −sin(xy) dy) = (yexy dx + xexy dy) ∧ dx − (y cos(xy) dx +
x cos(xy) dy) ∧ dy = xexy dy ∧ dx − y cos(xy) dx ∧ dy = (−xexy − y cos(xy)) dx ∧ dy.

Exercise 16–3. Hered(2x + 3y) = 2dx + 3dy = W. The same is true for the
function 2x + 3y + 17. There are many other choices.

Exercise 16–4. A parameterization of the path isp(t) = t

(
5
7

)
for 0 ≤ t ≤ 1,

so thatp∗ W = 2(5dt) + 3(7dt) = 31dt. Hence
∫

p∗ W =
∫ 1

0
31dt = 31.

Exercise 16–5. One parameterization of a path above the origin isp(t) =(
cost
−sint

)
for −π ≤ t ≤ 0. This gives the work done as

∫ 0

−π
−1dt = π. One

parameterization of a path below the origin isp(t) =

(
cost
sint

)
for −π ≤ t ≤ 0,

which gives the work done as
∫ 0

−π
1dt = −π.

Exercise 16–6. Here it is convenient to use a different parameterization for
each side of the square. The boundary of the square should be traversed in a
counterclockwise direction to measure outflow. All parameterizations here are
for 0 ≤ t ≤ 1. For the bottom edge:x = t andy = 0 sodx = dt anddy = 0 giving
both the pull back and integral as 0. For the right edge:x = 1 andy = t so that
dx = 0 anddy = 1 giving the pull back as−dt and the integral as−1. For the
top: x = (1− t) andy = 1 so thatdx = −dt anddy = 0 giving the pull back as−dt
and the integral as−1. For the left edge:x = 0 andy = 1 − t so thatdx = 0 and
dy = −dt giving the pull back and integral as 0. The total integral is−2.

Exercise 16–7. If the divergence is zero, the previous example shows that the
net flow across any boundary must be zero. So the fluid can not be compressable.
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