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The latest version of this IPython notebook (http://ipython.org/notebook.html) lecture is
available at http://qgithub.com/jrjohansson/scientific-python-lectures
(http://qithub.com/jriohansson/scientific-python-lectures).

The other notebooks in this lecture series are indexed at http://iriohansson.github.com
(http://jriohansson.github.com).

The role of computing in science

Science has traditionally been divided into experimental and theoretical disciplines, but during
the last several decades computing has emerged as a very important part of science. Scientific
computing is often closely related to theory, but it also has many characteristics in common
with experimental work. It is therefore often viewed as a new third branch of science. In most
fields of science, computational work is an important complement to both experiments and
theory, and nowadays a vast majority of both experimental and theoretical papers involve
some numerical calculations, simulations or computer modeling.

Theory Computation

develop models, simulate models,
hypothesis, test hypothesis,
predictions, observations,

conclusions, visualizations,

Experiment
measurements, observations,
collect data, test hypothesis,

In experimental and theoretical sciences there are well established codes of conducts for how
results and methods are published and made available to other scientists. For example, in
theoretical sciences, derivations, proofs and other results are published in full detail, or made
available upon request. Likewise, in experimental sciences, the methods used and the results
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are published, and all experimental data should be available upon request. It is considered
unscientific to withhold crucial details in a theoretical proof or experimental method, that would
hinder other scientists from replicating and reproducing the results.

In computational sciences there are not yet any well established guidelines for how source
code and generated data should be handled. For example, it is relatively rare that source code
used in simulations for published papers are provided to readers, in contrast to the open nature
of experimental and theoretical work. And it is not uncommon that source code for simulation
software is withheld and considered a competitive advantage (or unnecessary to publish).

However, this issue has recently started to attract increasing attention, and a number of
editorials in high-profile journals have called for increased openness in computational sciences.
Some prestigious journals, including Science, have even started to demand of authors to
provide the source code for simulation software used in publications to readers upon request.

Discussions are also ongoing on how to facilitate distribution of scientific software, for example
as supplementary materials to scientific papers.
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Requirements on scientific computing

Replication and reproducibility are two of the cornerstones in the scientific method. With
respect to numerical work, complying with these concepts have the following practical
implications:

» Replication: An author of a scientific paper that involves numerical calculations should
be able to rerun the simulations and replicate the results upon request. Other scientist
should also be able to perform the same calculations and obtain the same results,
given the information about the methods used in a publication.

» Reproducibility: The results obtained from numerical simulations should be
reproducible with an independent implementation of the method, or using a different
method altogether.

In summary: A sound scientific result should be reproducible, and a sound scientific study
should be replicable.

To achieve these goals, we need to:
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» Keep and take note of exactly which source code and version that was used to
produce data and figures in published papers.

* Record information of which version of external software that was used. Keep access
to the environment that was used.

« Make sure that old codes and notes are backed up and kept for future reference.

» Be ready to give additional information about the methods used, and perhaps also the
simulation codes, to an interested reader who requests it (even years after the paper
was published!).

» |deally codes should be published online, to make it easier for other scientists
interested in the codes to access it.

Tools for managing source code

Ensuring replicability and reprodicibility of scientific simulations is a complicated problem, but
there are good tools to help with this:

» Revision Control System (RCS) software.

= Good choices include:
o git - http://git-scm.com (http://git-scm.com)
o mercurial - http://mercurial.selenic.com
(http://mercurial.selenic.com). Also known as hg.
o subversion - http://subversion.apache.org
(http://subversion.apache.org). Also known as svn.
« Online repositories for source code. Available as both private and public repositories.

= Some good alternatives are
o Github - http://www.github.com (http://www.github.com)
o Bitbucket - http://www.bitbucket.com (http://www.bitbucket.com)
o Privately hosted repositories on the university's or department's
servers.

Note

Repositories are also excellent for version controlling manuscripts, figures, thesis files, data
files, lab logs, etc. Basically for any digital content that must be preserved and is frequently
updated. Again, both public and private repositories are readily available. They are also
excellent collaboration tools!

What is Python?

Python (http://www.python.org/) is a modern, general-purpose, object-oriented, high-level
programming language.

General characteristics of Python:
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« clean and simple language: Easy-to-read and intuitive code, easy-to-learn
minimalistic syntax, maintainability scales well with size of projects.
« expressive language: Fewer lines of code, fewer bugs, easier to maintain.

Technical details:

« dynamically typed: No need to define the type of variables, function arguments or
return types.

» automatic memory management: No need to explicitly allocate and deallocate
memory for variables and data arrays. No memory leak bugs.

« interpreted: No need to compile the code. The Python interpreter reads and executes
the python code directly.

Advantages:

« The main advantage is ease of programming, minimizing the time required to develop,
debug and maintain the code.
» Well designed language that encourage many good programming practices:
= Modular and object-oriented programming, good system for packaging and
re-use of code. This often results in more transparent, maintainable and bug-
free code.
= Documentation tightly integrated with the code.
« Alarge standard library, and a large collection of add-on packages.

Disadvantages:

« Since Python is an interpreted and dynamically typed programming language, the
execution of python code can be slow compared to compiled statically typed
programming languages, such as C and Fortran.

» Somewhat decentralized, with different environment, packages and documentation
spread out at different places. Can make it harder to get started.

What makes python suitable for scientific computing?
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» Python has a strong position in scientific computing:

= Large community of users, easy to find help and documentation.
» Extensive ecosystem of scientific libraries and environments

= numpy: http://numpy.scipy.org (http://numpy.scipy.org) - Numerical Python
= scipy: http://www.scipy.org (http://www.scipy.org) - Scientific Python
= matplotlib: http://www.matplotlib.org (http://www.matplotlib.org) - graphics
library
» Great performance due to close integration with time-tested and highly optimized
codes written in C and Fortran:

= blas, altas blas, lapack, arpack, Intel MKL, ...
» Good support for

= Parallel processing with processes and threads
= [nterprocess communication (MPI)
= GPU computing (OpenCL and CUDA)
» Readily available and suitable for use on high-performance computing clusters.

» No license costs, no unnecessary use of research budget.

The scientific python software stack

User programs

Other packages and toolboxes
for example QuTiP

Scipy ] [matplotllb

Lecture 3 Lecture 4
Sympy
Lecture 5
Numpy
Lecture 2
Python
Lecture 1

Python environments

Python is not only a programming language, but often also refers to the standard
implementation  of  the interpreter  (technically referred to as  CPython
(http://en.wikipedia.org/wiki/CPython)) that actually runs the python code on a computer.
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There are also many different environments through which the python interpreter can be used.
Each environment have different advantages and is suitable for different workflows. One
strength of python is that it versatile and can be used in complementary ways, but it can be
confusing for beginners so we will start with a brief survey of python environments that are
useful for scientific computing.

Python interpreter

The standard way to use the Python programming language is to use the Python interpreter to
run python code. The python interpreter is a program that read and execute the python code in
files passed to it as arguments. At the command prompt, the command python is used to
invoke the Python interpreter.

For example, to run a file my-program.py that contains python code from the command
prompt, use::

$ python my-program.py

We can also start the interpreter by simply typing python at the command line, and
interactively type python code into the interpreter.

® OO > rob — Python — 80x24 =

rob:~% python

Python 2.7.2 (default, Jun 20 2012, 16:23:33)

[GCC 4.2.1 Compatible Apple Clang 4.0 (tags/Apple/clang-418.0.60)] on darwin
Type "help", "copyright", "credits" or "license" for more information.

>>> print("hello world")

hello world

s>> I

This is often how we want to work when developing scientific applications, or when doing small
calculations. But the standard python interpreter is not very convenient for this kind of work,
due to a number of limitations.

IPvthon



IPython is an interactive shell that addresses the limitation of the standard python interpreter,
and it is a work-horse for scientific use of python. It provides an interactive prompt to the
python interpreter with a greatly improved user-friendliness.

® OO0 7> rob — Python — 80x24 "

rob:~$ ipython-2.7
Python 2.7.3 (default, Aug 4 2012, 14:21:04)
Type "copyright", "credits" or "license" for more information.

IPython 0.13 —- An enhanced Interactive Python.
? -> Introduction and overview of IPython's features.
%squickref —> Quick reference.

help -> Python's own help system.
object? -> Details about 'object', use 'object??' for extra details.
In [1]1: |}

Some of the many useful features of IPython includes:

» Command history, which can be browsed with the up and down arrows on the
keyboard.

« Tab auto-completion.

« In-line editing of code.

» Object introspection, and automatic extract of documentation strings from python
objects like classes and functions.

» Good interaction with operating system shell.

» Support for multiple parallel back-end processes, that can run on computing clusters
or cloud services like Amazon EE2.

IPython notebook

IPython notebook (http://ipython.org/notebook.html) is an HTML-based notebook environment
for Python, similar to Mathematica or Maple. It is based on the IPython shell, but provides a
cell-based environment with great interactivity, where calculations can be organized
documented in a structured way.
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Here we evolve the system with the Lindblad master equation solver, and we request that the expectation values of the operators a'a and o+0- are returned by the solver by passing
the list [a.dag()*a, sm.dag()*sm] as the fitth argument to the solver.

In [6]: output = mesolve(H, psi0, tlist, c_ops, [a.dag() * a, sm.dag() * sm])

Visualize the results

Here we plot the excitation probabilities of the cavity and the atom (these expectation values were calculated by the mesolve above). We can clearly see how energy is being coherently
transferred back and forth between the cavity and the atom.

In [7]: output.expect([0]

output.expect[1l]

n_c =
n_a =

fig, axes = subplots(1l, 1, figsize=(10,6))

axes.plot(tlist, n_c, label="Cavity")
axes.plot(tlist, n_a, label="Atom excited state")
axes.legend(loc=0)

axes.set_xlabel('Time')
axes.set_ylabel('Occupation probability')
axes.set_title('Vacuum Rabi oscillations')

Out[7]: <matplotlib.text.Text at 0x3620910>
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Although using the a web browser as graphical interface, IPython notebooks are usually run
locally, from the same computer that run the browser. To start a new IPython notebook
session, run the following command:

$ ipython notebook

from a directory where you want the notebooks to be stored. This will open a new browser
window (or a new tab in an existing window) with an index page where existing notebooks are
shown and from which new notebooks can be created.

Spyder

Spyder (http://code.google.com/p/spyderlib/) is a MATLAB-like IDE for scientific computing with
python. It has the many advantages of a traditional IDE environment, for example that
everything from code editing, execution and debugging is carried out in a single environment,
and work on different calculations can be organized as projects in the IDE environment.
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(<] Editor - b/Desk ficial _floguet_quasienergi (<] Variable explorer
= et TS0 @ © ex_propagator.py | = Name. A Type size Value 2
*g A float 1 12.566370614359172 @
50 quasi_energies = zeros((len(eps@_vec), 2)) T float 1 1.0
51 f_gnd_prob = zeros((len(eps@_vec), 2)) J‘
52 wf_gndprob = zeros((len(epsd_vec), 2)) delta float 1 1.2566370614359172
53 [=1
54 for idx, epsd in enumerate(eps@_vec): e float 1 2.718281828459045
55
56 HO = - delta’2.0 * sx - epsd/2.0 * sz epsO float 1 3.141592653589793 ]
57 Hl = A/2.0 * sz =
= gammal float 1 0.0 =
59
60 H = [Ho, [H1, 'sin(w * £)']1] gamma2 float L 0.0
& Hargs = {'w': omega} numpy_requirement | str 1 ‘1.6.0
63 omega float 1 6.283185307179586
64 f_modes, f_energies = floguet_modes(H, T, Hargs)
65 pi float 1 3.141592653589793
66 print “Floquet quasienergies[",idx,"] =", f_energies
67 qutip_rc_file str 1 ‘ Users/rob/.qutipre
68 quasi_energies[idx,:] = f_energies —
69 [ Object inspector IS0 File explorer |
70 _gnd_prob[idx, 0] = expect(sm.dag() * sm, f_modes[0]) oY) Cares
7 _gnd_prob[idx, 1] = expect(sm.dag() * sm, f_modes[1])
72 [T © + ex_floquet_quasienergies.py | 0034:13
73 f_states = floquet_states_t(f_modes, f_energies, @, H, T, Hargs) >>> eps0 = 0.5 % 2 * pL # qubit signaz coefficient
74 - =
>>> gammal = 0.0 # relaxation rate
75 wf_gnd_prob[idx, @] = expect(sm.dag() * sm, f_states[@]) o gammz lee # dephasing  rate
76 wf_gnd_prob[idx, 1] = expect(sm.dag() * sm, f_states[1]) o Tzotzpi
77 - N
. >>> psi@ = basis(2,0)  # initial state
78 return quasi_energies, f_gnd _prob, wf_gnd_prob 7 tmega - 1.0+ 2% pi # driving frequency
! .
&; >»> T = (2*pi)/omega # driving period
>
ii >>> HO = - delta/2.0 * sx - eps@/2.0 * sz
83 >>> Ho
84 delta = 0.2 2 * i gl;s;\t::t:blect: dims = [[2], [21], shape = [2, 2], type = oper, isherm = True
- ;Z:mia;; zret [[-1.57079633 -0.62831853]
87 gamaz = .0 )E;El. 62831853 1.57079633]]
88 A =2.0*2*pi
IEIET History log |
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Some advantages of Spyder:

« Powerful code editor, with syntax high-lighting, dynamic code introspection and
integration with the python debugger.

» Variable explorer, IPython command prompt.

» Integrated documentation and help.

Versions of Python

There are currently two versions of python: Python 2 and Python 3. Python 3 will eventually
supercede Python 2, but it is not backward-compatible with Python 2. A lot of existing python
code and packages has been written for Python 2, and it is still the most wide-spread version.
For these lectures either version will be fine, but it is probably easier to stick with Python 2 for
now, because it is more readily available via prebuilt packages and binary installers.

To see which version of Python you have, run

$ python --version

Python 2.7.3

$ python3.2 --version
Python 3.2.3

Several versions of Python can be installed in parallel, as shown above.

Installation

Linux

In Ubuntu Linux, to installing python and all the requirements run:



$ sudo apt-get install python ipython ipython-notebook

$ sudo apt-get install python-numpy python-scipy python-matplotli
b python-sympy
$ sudo apt-get install spyder

MacOS X

Macports

Python is included by default in Mac OS X, but for our purposes it will be useful to install a new
python environment using Macports (http://www.macports.org/), because it makes it much
easier to install all the required additional packages. Using Macports, we can install what we
need with:

$ sudo port install py27-ipython +pyside+notebook+parallel+scientific
$ sudo port install py27-scipy py27-matplotlib py27-sympy
$ sudo port install py27-spyder

These will associate the commands python and ipython with the versions installed via
macports (instead of the one that is shipped with Mac OS X), run the following commands:

$ sudo port select python python27
$ sudo port select ipython ipython27

Fink

Or, alternatively, you can use the Fink (http://www.finkproject.org/) package manager. After
installing Fink, use the following command to install python and the packages that we need:

$ sudo fink install python27 ipython-py27 numpy-py27 matplotlib-py27

sCcipy-py27 sympy-py27
$ sudo fink install spyder-mac-py27

Windows

Windows lacks a good packaging system, so the easiest way to setup a Python environment is
to install a pre-packaged distribution. Some good alternatives are:

» Enthought Python Distribution (http://www.enthought.com/products/epd.php). EPD is
a commercial product but is available free for academic use.

» Anaconda CE (http://continuum.io/downloads.html). Anaconda Pro is a commercial
product, but Anaconda Community Edition is free.

» Python(x.y) (http://code.google.com/p/pythonxy/). Fully open source.

Note

EPD and Anaconda CE are also available for Linux and Max OS X.
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Further reading

» Python (http://www.python.org). The official Python web site.
» Python tutorials (http://docs.python.org/2/tutorial). The official Python tutorials.
» Think Python (http://www.greenteapress.com/thinkpython). A free book on Python.

Python and module versions

Since there are several different versions of Python and each Python package has its own
release cycle and version number (for example scipy, numpy, matplotlib, etc., which we
installed above and will discuss in detail in the following lectures), it is important for the
reproducibility of an IPython notebook to record the versions of all these different software
packages. If this is done properly it will be easy to reproduce the environment that was used to
run a notebook, but if not it can be hard to know what was used to produce the results in a
notebook.

To encourage the practice of recording Python and module versions in notebooks, I've created
a simple IPython extension that produces a table with versions numbers of selected software
components. | believe that it is a good practice to include this kind of table in every notebook
you create.

To install this IPython extension, run:

In [1]: # you only need to do this once
%install_ext http://raw.github.com/jrjohansson/version_information/master/v
ersion_information.py

Installed version_information.py. To use it, type:
%load_ext version_information

Now, to load the extension and produce the version table

In [2]: %load_ext version_information

%version_information numpy, scipy, matplotlib, sympy

Out[2]: Software | Version

2.7.5 (default, May 19 2013, 13:26:46) [GCC 4.2.1 Compatible Apple Clang 4.1

Pyth
YION 1 (tags/Apple/clang-421.11.66))]

IPython [0.13.2

0S posix [darwin]

numpy 1.7.1

scipy 0.12.0

matplotlib | 1.2.1
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sympy 0.7.2
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