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Abstract—This paper presents the theory and practice of for high-speed data services in the range of 64-144 kb/s for
a new advanced modem technology suitable for high-data-rate g microcellular-wide area and high-mobility applications and

wireless communications and presents its performance over a ; it
frequency-flat Rayleigh fading channel. The new technology is up to 2 Mb/s for indoor applications [7]. Research challenges

based onspace—time coded modulatid§TCM) [1]-[5] with multi- in this area include the development of efficient coding and

ple transmit and/or multiple receive antennas andorthogonal pilot modulation and signal processing techniques to improve the
sequence insertiofO-PSI). In this approach, data is encoded by quality and spectral efficiency of wireless communications
a space—time (ST) channel encoder and the output of the encodergnd better techniques for sharing the limited spectrum among
is split into N streams to be simultaneously transmitted using different high-capacity users

N transmit antennas. The transmitter inserts periodic orthog- . N .

onal pilot sequences in each of the simultaneously transmitted The physical I'm_'tat'ons of the W|rele§s channel prgsents a
bursts. The receiver uses those pilot sequences to estimate thdundamental technical challenge for reliable communications.
fading channel. When combined with an appropriately designed The channel is susceptible to time-varying impairments such
interpolation filter, accurate channel state information (CSI) can a5 noise, interference, and multipath. Limitations on the power
be estimated for the decodmg process. Simulation results of the and size of the communications and computing devices in a
proposed modem, as applied to the 1S-136 cellular standard, are , . . ; .
presented. We present theframe error rate (FER) performance mobile handset are a ;econd major design cgn5|derat|0n. Most
results as a function of the signal-to-noise ratio (SNR) and personal communications and wireless services portables are
the maximum Doppler frequency, in the presence of timing meant to be carried in a briefcase and/or pocket and must,
and frequency offset errors. Simulation results show that for therefore, be small and lightweight, which translates to a

10% FER, a 32-state eight-phase-shift keyed (8-PSK) ST code . . .
with two transmit and two receive antennas can support data low power requirement since small batteries must be used.

rates up to 55.8 Kb/s on a 30-kHz channel, at an SNR of 11.7 Many of the signal processing techniques which may be used
dB and a maximum Doppler frequency of 180 Hz. Simulation for reliable communications and efficient spectral utilization,
results for other codes and other channel conditions are also however, demand significant processing power, precluding the
g?(‘éilsled- hWe alsgihcgrr;parg_ the. perfohrmance O(fj the Fl’rc(’jpofﬁdt use of low-power devices. Continuing advances in very large
STOM igneg‘riv‘?g e signai?i/ C;XfréﬁyRsicmg:g\e/;ggm Co(i/récr usirenpl ea scale integratio_n (\{LSI) a.nd inte_grated cirpuit technology for
delay diversity. low power applications will provide a partial solution to this
problem. Hence, placing a higher signal processing burden
on fixed locations (base stations), with relatively larger power
resources than the portables, makes good engineering sense.
Perhaps the single most important factor in providing re-
I. INTRODUCTION liable communications over wireless channels is diversity.

HE realization of wireless communications, providingiversity techniques which may be used include time, fre-

high data rate and high quality information exchang@uency, and space diversity.
between two portable terminals that may be located anywhere Time diversity:Channel coding in combination with lim-
in the world, and the vision of a new telephone service based ited interleaving is used to provide time diversity. How-
on a single phone that acts as a traditional cellular phone ever, while channel coding is extremely effective in
when used outdoors and as a conventional high-quality phone fast-fading environments (high mobility), it offers very
when used indoors [6] has been the new communication little protection under slow fading (low mobility) unless
challenge in recent years and will continue to be for years significant interleaving delays can be tolerated.
to come. The great popularity of cordless phones, cellulare Frequency diversityThe fact that signals transmitted over
phones, radio paging, portable computing, and other personal different frequencies induce different multipath structures
communication services (PCS’s) demonstrates the rising de- and independent fading is exploited to provide frequency
mand for these services. Rapid growth in mobile computing diversity (sometimes referred to as path diversity). In
and other wireless data services is inspiring many proposals time division multiple access (TDMA) systems, frequency

diversity is obtained by the use of equalizers [8] when the
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diversity. In direct sequence code division multiple access Transmit diversity schemes mentioned in the second cat-
(DS-CDMA) systems, RAKE receivers [9], [10] are useagory use linear processing at the transmitter to spread the
to obtain path diversity. When the multipath delay spreddformation across antennas. At the receiver, information is
is small, as compared to the symbol period, howeveecovered by an optimal receiver. Feedforward information
frequency or path diversity does not exist. is required to estimate the channel from the transmitter to
* Space diversity:-The receiver/transmitter uses multiplehe receiver. These estimates are used to compensate for the
antennas that are separated for reception/transmissgbrannel response at the receiver. The first scheme of this
and/or differently polarized antennas to create indepetype was proposed by Wittneben [17] and it includes the
dent fading channels. Currently, multiple antennas at bagelay-diversity scheme of [18] as a special case. The linear
stations are used for receive diversity at the base. It psocessing techniques were also studied in [19] and [20]. It
difficult, however, to have more than one or two antennagas shown in [21] and [22] that delay-diversity schemes are
at the portable unit due to the size limitations and cost @fdeed optimal in providing diversity, in the sense that the
multiple chains of RF down conversion. diversity gain experienced at the receiver (which is assumed to

In this paper we present the theory and practice of a nd¥@ optimal) is equal to the diversity gain obtained with receive
advanced modem technology suitable for high-data-rate widiversity. The linear filtering used at the transmitter can be
less communications based space—time coded modulationviewed as a channel code that takes binary or integer input
(STCM) with multiple transmit antennas [1]-[5] amithogo- and creates real valued output. This paper shows that there
nal pilot sequences insertigi®-PSI). At the transmitter, eachis a significant gain to be realized by viewing this problem
block of data is first optionally encoded using a high-ratom a coding perspective, rather than from a purely signal
Reed Solomon (RS) block encoder followed bgmace—time processing point of view.

(ST) channel encoder. The spatial and temporal properties offhe third category does not require feedback or feedforward
STCM guarantee that diversity is achieved at the transmittétformation. Instead, it uses multiple transmit antennas com-
while maintaining optional receive diversity, without anyined with channel coding to provide diversity. An example
sacrifice in transmission rate. The output of the ST encoder this approach is the use of channel coding along with
is split into N streams that are simultaneously transmitteghase sweeping [23] or frequency offset [24] with multiple
using N transmit antennas. Each stream of encoded symbgignsmit antennas to simulate fast fading. An appropriately
is then independently interleaved, using a block symbol-bglesigned channel code/interleaver pair is used to provide the
symbol interleaver. The transmitter inserts periodic orthogordiversity benefit. Another approach in this category is to
pilot sequences in each one of the simultaneously transmit@tcode information by a channel code and transmit the code
blocks. Each block is then pulse-shaped and transmitted frorayanbols, using different antennas, in an orthogonal manner.
different antenna. Since the signal at each receive antenna s can be done by either time multiplexing [23], or by
linear superposition of th&/ transmitted signals, the receiverusing orthogonal spreading sequences for different antennas
uses the orthogonal pilot sequences to estimate the differft4]. The disadvantage of these schemes, as compared to the
fading channels. The receiver then uses an appropriatphgvious two categories, is the loss in bandwidth efficiency due
designed interpolation filter to interpolate those estimatts the use of the channel code. Using appropriate coding it is
and obtain accurate channel state information (CSI). Tiessible to relax the orthogonality requirement needed in these
interpolated channel estimates, along with the received sasghemes and to obtain the diversity, as well as a coding gain,
ples, are then deinterleaved using a block symbol-by-symbwithout sacrificing bandwidth. This will be possible if one
deinterleaver and passed to a vector maximum likelihooiews the whole system as a multiple input/multiple output
sequence decoder, followed by an RS decoder. system and uses channel codes that are designed with that

The information theoretic aspects of transmit diversity wengew in mind.
addressed in [13]-[16]. Previous work on transmit diversity Pilot symbol insertion (PSI) has been used to obtain channel
can be classified into three broad categories: schemes usistimates for coherent detection and for decoding channel
feedback; schemes with feedforward or training informatioendes over fast flat-fading channels [26]-[32]. The advantage
but no feedback; and blind schemes. The first category usdsthe PSI technique is that it neither requires complex
feedback, either explicitly or implicitly, from the receiver tosignal processing nor does it increase the peak factor of the
the transmitter to train the transmitter. For instance, in timmodulated carrier. In [27] through [29] applications and im-
division duplex (TDD) systems [11], the same antenna weighteementations of PS-aided coherent modems are presented. In
are used for reception and transmission so that feedbd2k] and [31], the performance of PS-aided coherent modems
is implicit in the exploitation of channel symmetry. Thesés studied by theoretical analysis.
weights are chosen during reception to maximize the receivedThe organization of this paper is as follows. In Section |l
signal-to-noise ratio (SNR) and, during transmission, to weighve briefly review the theory of STCM. The reader is referred
the amplitudes of the transmitted signals. Therefore, this with [1]-[5] for a detailed treatment of the theory. We present
also maximize the SNR at the portable receiver. Explicitvo specific ST codes based on eight-phase-shift keyed (8-
feedback includes switched diversity systems with feedbaBiSK) and 16-QAM signaling constellations. We also present
[12]. In practice, however, vehicle movement and interferene@ ST code representation for the delay-diversity scheme
dynamics cause a mismatch between the channel perceivedaged on the 8-PSK constellation. These ST codes, as well
the transmitter and that perceived by the receiver. as the delay-diversity code, will be used in the simulations.
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Ve N Let ¢ = [ci(D),c2(D),---,en(D)]F be the N x 1 code

j s vector transmitted from tpé\f antennas at tlmé,. ao;(l) =

s Space-Time Encoder ! X O} [Oélj(l),agj(l),' ",OéNj(l)] be the_correspondlng\f ><. 1
'”fggjfég’” o ote el Lioov® n (Do i| Recever f-»  channel vector from theV transmit antennas to thgth
. . receive antenna, and(l) = [ri(0),7(D), -, s (D]

be the M x 1 received signal vector. Also, leg(l) =

[m (D), n2(D), -, nu(D]F be the M x 1 noise vector at
the receive antennas. Let us define thé x N channel
matrix H; from the N transmit to theM receive antennas
In Section lll, an STCM-based modem architecture and i H(1) = [a1(]), (1), - -, ap(D)]*. Equation (1) can be
different signal processing blocks is described. Simulatigawritten in a matrix form as

results for the proposed modem based on 32-state 8-PSK and

16-state 16-quadrature amplitude modulation ST (QAM ST) (1) = VE: - H{1) - e+ (D). (2)
codes are presented in Section IV. The frame error rate (FEf§) can easily see that the SNVr receive antennis given by
performance as a function of SNR and maximum Doppler

frequency, as well as the effects of antenna correlation and SNR = N- ES_ (3)
interpolation filter on the FER performance, are examined. In No

addition, the performance of the 32-state 8-PSK ST codeAs
compared to the performance of the delay-diversity schemé
with an 8-PSK constellation. Finally, Section V includes our Suppose that theode vectorsequence
conclusions and remarks.

Fig. 1. ST coding.

Performance Criterion

c261762,"',CL

Il. SPACETIME (ST) CODING was transmitted. We consider the probability that the decoder

. . . . . decides erroneously in favor of the legitimate code vector
In this section we will describe a basic model for a com-

munication system that employs ST coding with transmit sequence

antennas and// receive antennas. As shown in Fig. 1, the C=¢,¢é,CL.

information symbok(!) at timel is encoded by the ST encoder i

as N code symbols: (1), es(1), - - -, ex(l). Each code symbol Assgmlng that for each frame or blogk of data of Ienglh
is transmittedsimultaneoushyfrom a different antenna. The 1€ ideal CSIH(l),l=1,--, L are available at the receiver,

encoder chooses thg code symbols to transmit, so that bottjfhe probability of transmitting and deciding in favor of is
the coding gain and diversity gain are maximized. well upper bounded by [34]

Signals arriving at different receive antennas undergo in- P(C — é|H(1)7g =1,---,L)
dependent fading. The signal at each receive antenna is a —
noisy superposition of the faded versions of fiiéransmitted Iy D*(C,C)E, ()
signals. A flat-fading channel is assumed. LBf be the 2N,
average energy of the signal constellation. The constellation o
points are scaled by a factor gf £, such that the average < exp(=D(C,C) - E,/4N,) ()

energy of the constellation points is 1. Let(l),j =1---M whereQ(z) = (1/v27) [2° exp (—a2/2) dz and
be the received signal at antenpaafter matched filtering.

Assuming ideal timing and frequency information, we have - L B
) e A DAC.C) = 3 |HU) e — @l
=1
i) = VE. - ;a”(l)ci(l) 00 G=L M) e Glear that in order to minimize the pairwise error proba-
= bility we need to maximizeD?(C,C) (with the proper design
wheren; (1) are independent samples of a zero-mean complgk the ST code). It is clear, however, th@?(C,C) is a
white Gaussian process with two-sided power spectral densifyiction of the maximum Doppler frequency. Therefore, we
No/2 per dimension. It is also assumed thgtl) and (1)  will derive the performance criterion for designing the ST

are independent foy # k,1 < j,k < M. The gaina;;(I) code, assuming that the fading is static over the block. In
models the complex fading channel gain from transmit antenggg caseH(l) = H = [oq, a2, ,ap]" 1 = 1,---, L and

i to receive antenng. The channel gainmy;; is modeled as a we can easily verify that

low-pass filtered complex Gaussian random process with zero- "

mean, variance one, and autocorrelation functfdp(r) = 200 (Y - o

Jo(27 f47), where Jo(-) is the zeroth-order bessel function of e = z_:lajA(C’C)a’ ©)
the first kind andf, is the maximum Doppler frequency [33]. =

It is also assumed that;;(I) and a,x(!) are independent for where

t£qorj#k1<i,qg<N,1< 4 k< M. This condition is R L

satisfied if the transmit antennas are well separated (by more A(C,C) = Z(Cl —-&)a—&)". (7)
than A/2) or by using antennas with different polarization. =1
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We can also verify that they x vV matrix.A(C, C) is Hermitian B. Maximum Likelihood Vector Decoder
and is equal t3(C,C)B"(C,C) whereB(C,C) is N x L and  ag pefore, we assume that the ideal G&ll),l = 1,---, L
represents the error sequete C. The matrixB is a square gre gyailable at the receiver. We can derive the maximum

root of A. Since.A is Hermitian we can writed asUAU"  jiyelinood decoding rule for the ST code as follows. Suppose
[35] whereU is unitary andA is a diagonal matrix where thethat a code vector sequence

diagonal elements,,,n = 1,---, N are nonnegative and are
the eigenvalues afl. Therefore, we can writ®?(C,C) as C=ce, 0L
M has been transmitted, and
D2(C’C):Zﬂ;Aﬂj (8) R=r1,7r2,--,7L
j=1

has been received, whergis given by (2). At the receiver, op-
where 8, = U™ a;. SinceU is unitary ande; is a complex timum decoding amounts to choosing a vector code sequence
Gaussian random vector with zero mean and covaridnce -, .

thenB; will be also a complex Gaussian random vector with C=cne e
zero mean and covariande Hence, we will have for which the a posteriori probability
- M N Pr (é|R7H(l)7l = 177L)
DC,C) = Nlsul © . . .
e is maximized. Assuming that all the code words are equiprob-

able, and since the noise vector is assumed to be a multivariate
The random variable;; = |3;;|> has ax? distribution with ~allitive white Gaussian noise (AWGN), it can be easily shown
two degrees of freedom, that is that the optimum decoder is [34]

L

vi; ~ f(v)y=e"" for »>0 and0otherwise (10) C = arg  min Z Ilr(1) — + /E, M) ~éz||2- (13)
C=¢,, ¢ 1=
Thus, to compute an upper bound on the average pairwise =

error probability we simply average the right-hand side of (3} IS obvious that the optimum decoder in (13) can be imple-
mented using the Viterbi algorithm when the ST code has a

to arrive at ; _ ) ; !
trellis representation. In practice, the receiver has to estimate
. N 1 M the CSI, and techniques to accurately estimate the multichannel
PC—C)< <H TN (BN )> (11) csI for STCM will be discussed later. CSI estimation errors,
i=1 voaTEiTe however, will limit the performance of STCM. In this case,

Let » denote the rank of the matrid (which is also equal to 't 7(1) denote the CSI estimate at tinhesuch that
the rank ofB). Then A has exactlyV — r zero eigenvalues. H(D) = H() + Ax (D) (14)
Without loss of generality, let us assume that A»,---, A,

are the nonzero eigenvalues, then it follows from (11) that Where the error matrixAy(I) represents the error in the

CSI estimates. Thé:, ) element of Ay (1), e;;(I) represents
) - -M the error in the estimate of the channel gain (/). Since
PCc-0C) < <H )\i> -(E,/4N,)"™M_  (12) these channels are assumed to be independent; {{igs are
i=1 also independent and are modeled as identically distributed
: o . aussian random variables with zero mean and variatjce
We can easily see that the probability of error bound in uﬁoreover, we will also assume thaltAy(D)}ie1.... are

is similar to the probability of error bound for trellis code n}dependent. This is true if we assume infinite interleaving

modulation for fading channels and, thus, a diversity gain - .
»M and a coding gain o, = (A s -+ A,)/" are achieved (aepth. For a finite block length, however, these errors will be

[36]. From the above analysis, we arrive at the foIIowingorrelated' In this case WeAhave
design criteria. 1 = VEHDe +a(l) (15)

* The Rank Criterion:In order to achieve the maximum,here
diversity N M, the rank of the matrix3(C,C) has to be
full rank for any two code vector sequena@sandc. If (1) =n(l) — VE: M (Der.

B(C,C) has a minimum rank over the set of two tuples \ye can easily verify thaij(l) is a zero-mean Gaussian random
of distinct code vector sequences, then a diversityMdf | octor with covariance&(l) - I where
is achieved.

« The Determinant Criterion:Suppose that a diversity S(1) = Ny + VE,02||eil*. (16)
benefit M is our target. The minimum ofg, =
()\1)\2~~~)\,,)1/” taken over all pairs of distinct code
vector sequencad andC is the coding gain. The design
target is to maximizey,..

In this case, and conditioned G¢({), the log likelihood to be
minimized for optimum decoding is given by

S{ETO () - VE, - HO) el +log =)} (17)

1An n x n matrix U is unitary if and only ifUU* = I.
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Fig. 2. 8-PSK 32-state ST code with two transmit antennas.

For the case of constant envelope signals such as PSK, the trellis description for this code. Each row in the
%(1) does not depend on the transmitted code veet@nd, matrix represents the edge labels for transitions from the
therefore, the metric in (17) reduces to that in (13), replacing corresponding state. The edge labgk, indicates that
H(I) with the CSI estimaté{(l). This means that the decoding ~ symbol s; is transmitted over the first antenna and that
rule in (13) is still optimum for equal energy constellation, e.g., symbol s, is transmitted over the second antenna. The
PSK [5], even in the presence of channel estimation errors. input bit stream to the ST encoder is divided into groups
For QAM signals, however, this will be true only if we have  of three bits, and each group is mapped into one of eight
ideal CSI, or when the channel estimation error is negligible constellation points. This code has a bandwidth efficiency
compared to the channel noise, i.E502||¢||> < N,. of 3 bits/channel use.
« Example 2:Here we provide a 16-QAM 16-State ST
C. Examples of ST Codes code designed for two transmit antennas. Consider the
Here we give two examples of ST codes that were designed, 16-QAM constellation, as labeled in Fig. 3, using hexa-
using the above criteria, for two transmit antennas. The reader decimal notation. Fig. 3 also shows the trellis description
is referred to [1] for further examples of ST codes. for this code. The input bit stream to the ST encoder
e Example 1:Here we provide an 8-PSK 32-state ST is divided into groups of four bits and each group is
code designed for two transmit antennas. Consider the 8- mapped into one of 16 constellation points. This code
PSK constellation as labeled in Fig. 2. Fig. 2 also shows has a bandwidth efficiency of 4 bits/channel use.
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Fig. 3. Sixteen-QAM 16-state ST code with two transmit antennas.

D. Comparison with Delay Diversity 2

We observe that the delay-diversity scheme of [18] and [19]
can be viewed as an ST code and, therefore, the performance
analysis presented above applies to it. Consider the delay- 1 0
diversity scheme of [18] and [19] where the channel encoder
is a rate 1/2 block repetition code defined over some signal 57~ 7
alphabet. Let; (I)e2(1) be the output of the channel encoder 6
whereg, (1) is to be transmitted from antenna 1 a&d!) is to
be transmitted from antenna two, one symbol later. This can
be viewed as an ST code by defining twde vector(l) as

= (o ) w

Now, let us consider the 8-PSK constellation in Fig. 4. It is
easy to show that the ST code realization of this delay-diversi"f_y
scheme has the trellis representation in Fig. 4. The minimuén
determinant of this code i€ — v/2)2. 7

Next, consider the block code Fi_g. 4. ST codi_ng realization of a delay-diversity 8-PSK eight-state code
C — {OO7 157 227 377 447 517 667 73} (19) with two transmit antennas.

00,01,02,03,04,05,06,07
10,11,12,13,14,15,16,17
20,21,22,23,24,25,26,27
30,31,32,33,34,35,36,37
40,41,42,43,44,45,46,47
50,51,52,53,54,55,56,57
60,61,62,63,64,65,66,67
70,71,72,73,74,75,76,77

of length two defined over the 8-PSK alphabet instead of product distance [18], among all the codes of cardinality
the repetition code. This block code is the best, in the sensight and of length two, defined over the 8-PSK alpha-
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Sequence Data P ?’:’t Data p}l;t e o o P%m Data Sequence
»  Burst 1
Lb

Fig. 5. Downlink slot structure for STCM-based modem.

bet. This means that the minimum of the product distande, symbols, the transmitter insert¥, pilot sequenced’;

lc1 — é1]|ca — é2| between pairs of distinct code words= and P», each, of lengthL,, symbols. The length of the pilot
cicz € Candé = ¢é6 € C is the maximum among all sequenceg,, should be at least equal to the number of transmit
such codes. The delay-diversity code constructed from thEatennasV. In addition, we may note that the symbols used for
repetition code is identical to the 8-PSK eight-state ST cogiots do not necessarily belong to the same symbol alphabet
[1]. The minimum determinant of this code is two. Simulatiomsed for sending the information symbols. Without loss of
results in Section IV will show an advantage of up to 9 dBenerality, we will assume that the pilot and synchronization
for the proposed ST coded modulation scheme with the 8-PSkmbols are taken from a constant envelope constellation (8-
32-state ST code, over the delay-diversity code with 8-PSKSK or « /4-shifted differential PSK (DPSK), for example).

(obtained by the use of repetition code). The pilot sequenced’; and P,, along with the training
sequences$; and.S,, will be used at the receiver to estimate
IIl. SYSTEM ARCHITECTURE the channel from each of the transmit antennas to the receiver.

ép general, withV transmit antennas we will haw® different
synchronization sequences;, S»,---, Sy, and N different
%pt sequence#’;, P, ---, Px. Since signals at the receiver
antennas will be linear superpositions of all transmitted signals,
ge choose the training sequenc8s and S» and the pilot

In this section, we will present a general architecture f
a narrowband TDMA/STCM-based modem with transmit
antennas suitable for wireless communications. Without loss
generality, we will assume thdV = 2. For brevity, we will
also present the modem architecture for the downlink on
The uplink modem will have a similar architecture, exce
that the framing and timing structure will be different and mu
allow for a guard time between different asynchronous (due
to difference in propagation delay) bursts from different users.
The transmit antennas are assumed to be placed far enough Lo=Ly— L= Np-Lyp. (20)
apart so that each transmit signal will experience independent
fading. Independent fading may be also obtained by the use

equenced’; and P, to be orthogonal sequences. Thus, the
g{umber of data symbolg, in each burst is

of two dually polarized transmit antennas. B. Transmitter Model
o . Fig. 6 shows a block diagram for the transmitter where, in
A. Timing and Framing Structure addition to the ST encoder, a high-rate RS block encoder is

The system architecture that we propose is similar, but néged as an outer code. The reason for using an outer block
identical, to that of the 1S-136 US cellular standard. &t code is that, as it will be seen later from the simulation, at
be the bandwidth of each of the frequency channg&lisbe reasonable values of SNR, when only the ST code is used
the raw symbol ratelN; be the number of TDMA frames permost of the frame errors are due to very few symbol errors
second for each frequency channel, avigdbe the number of per frame, most of which can be recovered by the use of an
time slots per TDMA frame. Fig. 5 shows the basic TDMAouter block code. The overall coding strategy of the modem is
time slot structure. A signaling format which interleavesalledconcatenated ST codinBepending on the desired error
training and synchronization sequences, pilot sequences, andrection capability of the RS code, its rate, and the signal
data is used. In each TDMA slot two bursts are transmitteconstellation used, the dimensions of the RS code should be
one from each antenna. Each burstZis symbols long and chosen so that we have an integer number of RS code words
begins with a training sequence of length symbols. The per one TDMA slot. In this case we will be able to decode each
training sequence$; and S, will be used for timing and slot immediately, without the need to wait for other bursts,
frequency synchronization at the receiver. In addition, evetigereby minimizing the decoding delay.
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Fig. 6. Base station transmitter with STCM and two transmit antennas.
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Fig. 7. Mobile receiver with STCM and two receive antennas.

Let B be the number of information bits/modulation sympulse shape given by [34]
bols. We assume that the RS code used {§Va K.) code

over GI'(27). The K. GF(2?) symbols are first created by in (1 — &)rt/T,)
s1n — ) s

partitioning a block ofy - K. information bits intoX . groups cos (14 e)mt/T,) +
of ¢ bits, each. Similarly, theV. GF'(27) output symbols are ) _ de (det/T,)
split into Ly = (¢ - N./B) modulation symbols. Thus, the /Ty (4et/T,)* — 1
data throughput of the system is (23)
_ K. <1 L+ N, -Lp) 21) where ¢ is the bandwidth expansion or roll-off factor. Since
pd= N, Ly ’ p(t) is noncausal, we truncajgt) to £37 aroundt = 0.

C. Receiver Model

The output of the RS encoder is then encoded by an STrig, 7 shows the corresponding block diagram of a mobile
channel encoder and the output of the ST encoder is split in{Qejver equipped with two receive antennas. After down
two streams of encoded modulation symbols. Each stream@fyversion to baseband, the received signal at each antenna
encoded symbols is then independently interleaved using@ment is filtered using a receive filter with impulse response
block symbol-by-symbol interleaver. The transmitter mserbﬁ(t) that is matched to the transmit pulse shags). In the
the corresponding training and periodic pilot sequences Q¢ of avRC transmit filter, p(t) = p(¢). The output of
each of the two bursts. Each burst is then pulse-shaped a0d aiched filters is over sampled at a rdte, that is Q
transm_itted fro_m the corres_ponding antenna. In this case, WRes faster than the symbol rafe, that is, fap = Q - R,.
can write the signal transmitted from thi antenna; = 1,2, Received samples corresponding to the training sequeSices
as andS are used for timing and frequency synchronization. The

received samples at the optimum sampling instant are then split
si(t) = VE, - Zci(l)P(t = 1T5) (22) into two streams. The first one contains the received samples
! corresponding to the pilot and training symbols. These are used
to estimate the corresponding CB(Z) at the pilot and training
whereT; = 1/R; is the symbol period ang(t) is the transmit sequence symbols. The receiver then uses an appropriately
filter pulse shaping function. Without loss of generality, weesigned interpolation filter to interpolate those trained CSI
will assume thatp(t) is a square root raised-cosifi¢’RC) estimates and obtain accurate interpolated CSI estimates for
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the whole burst. The second stream contains the receivedds we mentioned earlier, the output of the matched filter
samples corresponding to the superimposed information sywil be sampled at a ratép that is @ times faster than the
bols. The interpolated CSI estimates, along with the receivegmbol rateR,, that is f4p = Q - R,. Let us assume that the
samples corresponding to the information symbols, are theampling time for A/D conversion is

deinterleaved using a block symbol-by-symbol deinterleaver

and passed to a vector maximum likelihood sequence decoder, _ k

followed by an RS decoder. top =15 + QTS + 6T, (30a)
[=1,2--- (30b)

D. Received Signal Model k=0,1,2,---,Q—1 (30c)

We can write the received signal at tft antennay; (t), as ) o )
where 6T, is the timing error. Therefore, we can write the

samples at thgth antenna matched filter output as

N
ri(#) =VEs - Y (1) Y ei(n)p(t — nTy) +1;(t)
=1 n

N
(24) viltie) = VEs -y dij(t)eplt — 110
=1
+ vy (tl,k) +7; (tl,k) (31)

where the overall complex channel variablg(t) incorporates

both the channel gain and the effect of the residual freq”e%}‘lerevj(tlyk) represents the intersymbol interference (1SI) due
offset and is given by to other transmitted symbols and is given by

Gij(t) = au(t)e’ et (25) N
viltin) =VEs - > dii(tia) > ciln) - Bt — nl).
=1

where f, is the residual frequency offset after automatic n#l

frequency control (AFC). We can easily see thiaf(¢) is (32)
bandlimited tof, + fs. The autocorrelation function af;; (¢) N . _ _
is given by In addition, when the fading bandwidth is much smaller than
the reciprocal of the symbol period it is reasonable to assume
Ra(7) = J,(2n fyr)e?™do™ (26) that the fading is constant over one symbol period, that is

. . NZ‘,' )~ NZ‘,' t = NZ‘,' ZTS = NZ‘,' 0.
Define y;(¢) as the matched filter output at théh antenna, @ig(ton) 7 Gijlto) = (1) = éuy (1)

which is given by In this case, we can rewritg;(t; ;) as

w#) = [ ryote = rydr 0 (1) = y(t)
N A - b
= VE Y a0 Y elmpt - nL) +7(6)  (27) = VEe 65 (0) 3 eilptn ~ 1T
= ! + i (tix) + 75tk (33)

wherep(t) = p(t) * p(t) is the raised-cosine pulse shape and

the colored noisey, (¢) is given by E. Timing and Frequency Synchronization

A frequency offset in the order of 1 ppm, which corresponds
7;(t) = /Uj(T)p(t —7)dT. (28) to 1.9 kHz at a carrier frequency of 1.9 GHz, will exist in
the baseband signal. This frequency offset can be coarsely
cpmpensated for using an AFC circuit [37]. After the coarse
?requency offset compensation, a residual frequency offset
in the order of 0.1 ppm will still exist in the baseband signal

We note thaty;(t) has a zero mean and an autocorrelation

By(ty —t2) = No - p(ts — ta)- (29)  and can be compensated for, as we will see later, as part of
_ _ the channel estimation [38].
For [t; — t2| =T, wherel is an integer, we hav&,(I1,) =  For symbol timing synchronization the receiver uses the

N, for I = 0 and 0 otherwise. Thus, the noise at the outpyy « 1, samples, corresponding to the training symbols as

of the matched filter will be uncorrelated when Sampled at thl@”ows Consider thejth antenna Signa| at the output of the

symbol rate. matched filter, as given by (33). First, we make the reasonable
assumption that the channel is almost constant over the dura-

tion of the training sequence and is equal to the value of the
2Here we have ignored the intersymbol interference (ISI) due to the tim 9 q d

varying nature of the fading, which is a reasonable assumption to make Wﬁ:jﬁannel in the mjddle of the training periOd’_ thatd@j (0) ~
the fading bandwidth is much smaller than the pulse shape bandwidth. ¢&;;(Ly — 1) = &;;(L:/2). Also, let us define the overall
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noise term as; (1, k) = #;(tx,1) = v;(tx,0) +7;(tx,0). Let us is modeled as uncorrelated Gaussian noise with zero mean

consider the received samples(0, k), y;(1,k),---,y;(L — and variances2.
1,k). Let p(l,k) = p(tix — IT5). Then, we may note that Consider the output samples corresponding toritiepilot
p(0,k) = p(1,k) = --- = p(Ly — 1,k) = p(kT,/Q). Define sequence within the burgt((n — 1)L, + 1),y;((n — 1)L, +
X,(k) as 2),---,y;((n—1)L,+L,). As before, a reasonable assumption
X (k) to make is that the channel is almost constant over the
J duration of the pilot sequence and is equal to the value of
= [y; (0, &, 0)y; (1, k) - - -y; (Le — 1, k)" the channel in the middle of the pilot sequence, that is,
c1(0) e2(0) - en(0) dij(n) = aij((n — 1L, + 1) = a;;((n — 1)Ly + L) =
e1(1) ea(1) e en(1) &;j((n—1)L,+ L,/2). As before, we define the overall noise
= Ay (k) : : : : term asz;(n) = 7;(n) + v;(n). DefineY ;(n) as
c(le—1) e(Le—1) -+ en(Le—1) Y, (n) = [y;((n — 1)Ly + 1y, ((n — 1)L, +2)
aj(Le/2) (0, k) ooy ((n — 1)Ly + L))"
Ocm(f.?t/?) N Zg(lla/%) a(l)  e) - en(l)
. . 61(2) 62(2) e CN(2)
an;j(Le/2) zj(Le = 1,k) Il L :
=A,(K)[S1 S2 - Snlay(Le/2) +=zi(k)  (34) er(Ly) ea(Ly) - en(Ly)
where A, (k) = VE.p(ET,/Q). We assume (erroneous)y a;(n) zj((n—1)Ls +1)
that the noise term due to 1S4(1, k) = v;(IT, + kT,/Q) is dezj(n) N zj((n — 1)Ls + 2)
modeled as uncorrelated Gaussian noise with zero mean and : ;
variances?2(k). Therefore, the overall noise vectey is zero Gny(n) 2;((n— 1)L, + L,)
mean with covarlincerg(k)ll where ag(/;) = o2(k) + N,. —AJPL Py - Pxlay(n)+2(n) (38)
Define ¥,;;(k) = S; X ;(k). Since the training sequences are
orthogonal, it is easy to verify that where A, = /E,p(6T"). Using the fact thaP?;, Po,---, Py

are orthogonal, we can immediately see that the minimum
mean square error (MMSE) estimatedf;({) is given by
wherez;; (k) = S;z;(k). The symbol timing synchronization . PYY ;(n)

algorithm estimates whick is closest to the optimum sam- ai(l) = W, i=1,2,---,N. (39)
pling instant in each frame. This value bfcan be estimated ® ¢

using maximum likelihood estimation. Similar to the developt is easy to show that

ment in [40], we can shows that the log likelihood function for

Ui (k) = Au (k)i (Le/2)lISil1* + Zi5(k)  (35)

the symbol timing synchronization can be approximated by aij(n) = dij(n) + eij(n) (40)
M N M N wheree;;(n) is the estimation error due to the noise and ISl
Avn(k) = Y0 Ak = D0 Wk, and is given by
j=1:1=1 j=1l:=1 P*Z(l)
]%IO,].,, —1. 36 Cij\n :#a Z:1a2aaN (41)

The optimum sampling instait is obtained by searching for
the valuei: that gives the maximum value afy 1 (k). Because \actor it easy to see that;(n) will be also Gaussian with
in (36) we only use the envelope &;;(k), this method will .0 mean and variance
be robust against phase distortion due to the Rayleigh fading,

Sincez;(n) is assumed to be a zero-mean Gaussian random

. . 2 N
especially in deep fades. 20y _ TtV ] 42
O'e,(n) Ag”PzHQ ( )
F. Channel Estimation Note that, in the case of pilot symbols with constant envelope,
Consider thejth receive antenna output after matchetP:||*> = L, and in this case we will have
filtering. We can write the received signal samples for ithe 2L N
symbol within the burst at the optimum sampling instant as o2(n) = 14'12 T 2. 43)
s ~Hp

N
(D) = /—Esﬁ(éTS’)Zdij(l)cz‘(l) +o; () +7,() (37) At nominal SNR's, and when the timing error is relatively
e} small, the variance of the term due to ISI will be very small

as compared to the thermal noise variance, thatjsg N,.
'In addition, we will haveA? ~ E. In this case, the variance
of the estimation error will be given by
. . . . S . 2 1

3This approximation is only valid if the code symbols are Gaussian [39] O, R - (44)
and if the timing error is constant, but otherwise unknown. (Es/No) : Lp

where 677 is the timing error after timing synchronization
7;(1) is the AWGN with zero mean and variancé, /2 per
dimension, and;;(!) is the ISI due to the timing error which
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Fig. 8. Quasi-adaptive channel interpolation.

In order to minimize the overall system delay we wilinterpolatedestimatec;;(l) is minimized. In this case, it is
assume that the receiver estimates the CSl in any given tikreown that the optimum interpolator coefficients are given by
slot using the pilot and training sequences in that slot onlthe Wiener solution [41]

Therefore, we will avoid the need to wait for future bursts 1
in order to be able to estimate the channel and perform the w(l) = R;"a(l) (47)
decoding of the slot. In addition, other time slots may BghereR), is an N, x N, matrix anda(l) is an N, x 1 vector
carrying bursts that correspond to old 1S-136 wireless channglsy are given by
or any other bursts with different slot structure and, thus, no
pilot symbols will exist in those slots. Ry, = E{h;;h;;} and

a(l) = B{a}; (Dhis}.

] ) From (26) and (40) we can easily see that the ») element
Without loss of generality, let us assume that the number gf g, and thenth element ofa(l) are given by

trained channel estimates in each time sloivis For clarity '
of notation, leth;;(n) denote the trained channel estimate Rumn =07 + Jo(2x fa(m — n)T,)e/>™ (=T and
{&;j(n),n = 1,---,N.}. These trained channel estimates an(l) = Jo (27 fo(l — )T, )2 Fo =) T
need to be interpolated to obtain a complete CSI for the whole ) ) )
time slot. To satisfy the Nyquist criterion, the normalizedespectively. In this case, we can easily show that the MMSE
sampling rate of the trained channel estimates must satisfyin the interpolated estimates (1) is given by
- 1 S1. @) or(l) = o2 — a* (Dw(l) (48)
T 2Afat fo)  (Leo L) 2fo + fa) wheres? is the variance ofy;;() which was assumed to be
Moreover, in order to compensate for the fact that, in estim&ne.
ing the channel over any time slot, we are using the pilot andAs in [26], however, the optimum WIF assumes knowledge
training symbols in that time slot 0”'%; should be slightly ©f the SNR (or more specifically the estimation error variance
higher than one. Here, we will briefly consider two different> Which can be related to the SNR, as shown above), the
approaches for interpolating the channel estimates. maximum Doppler frequencyy, and the residual frequency
1) Wiener Interpolation Filter (WIF):In this approach, we ©ffset f, and therefore will be different for different values
use a multichannel generalization of the WIF proposed #f the SNR, f; and f,. This would be very complex for
[26]. In this case, the receiver estimates the channel g&ffctical implementation. In a practical scenario, the filter will
a;;(1),1 < i < N,1 < j < M for the Ith symbol position be optimized for the worst cagf and f,, such that it will have

in the burst as a linear combination of the trained chanr@pPandwidth that is wide enough for all possible time variations
estimates of the channel. In this case, however, the performance at

low f, and f, will be the same as that of the worst case

G. Channel Interpolation

N
- N s . (noise in the interpolated estimates will have a larger variance
aij{l) = z_:lw (n, Dhij(n) =w™(Dhis (46)  Gue to the large bandwidth of the interpolation filter). In

" addition, if f; + f, exceeds the filter bandwidth, aliasing in
wherew(l) = [w(1,) w(2,) --- w(N.D)]* andh;; = the interpolated CSI will occur and we will have a significant

[hij (1) hij(2) -+ hii(N)]E. Note that the interpolator mismatch between the interpolated CSI and the ideal one. This

coefficientsw(l) are different for every symbol position inwill lead to a significant error floor. Here, we consider a quasi-
the burst. These coefficients are chosen such that the medaptive approach to remedy this problem. This approach is
squared error (MSE) between the channel gajn(!) and its shown in Fig. 8. In this approach, we divide the range of all
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possible f; into different nonoverlapping ranges. For everwhere
range of Doppler frequencies, we design an optimum Wi _
for the maximum Doppler frequency in that range and us
it for the whole range. By observing the correlations of th
interpolated channel estimates from the previous time slots, pr
by observing its frame error rate (FER), the receiver selects : : " :
which filter to use. (2K —1)Ls) ¢((2K —2)L;) --- »(0)

2) Low-Pass Interpolation Filter (LPIF)in this approach, is a Toeplitz matrix that does not depend pnFurthermore
a time invariant finite impulse response (FIR) digital low pass
filter is used to interpolate the channel estimates in every time 9, =[9(—KLs + p)g(—(K — 1)L, + ),
Islot. Thisfflapprogﬁh i§ similalr to that in [42] vlvhere an FIRd e g((K = DL, + w)]F
ow-pass filter with unit sample response equal to a truncate .
raised-cosine pulse is used for interpolation. Here, however, $ =[P(=KLs +1)¢(=(K = DL, + ),
we use the approach described in [43] to design an optimum o (K = 1)L + )]t
FIR low-pass filter for interpolation that will minimize the This, in some sense, resembles the WIF approach described
error between the interpolated channel estimates and its tﬁt‘ﬁ)ve, except that the same filter is used for all points in
value. This approach will be briefly described below. For fulhe ot as compared to the WIF, in which a different filter
mathematical treatment, however, the reader is referred to [4(%]r set of weights) is used for each point in the slot. Also,

We are given a sequence(l), the values of which are gince we require the filter to be time invariant, the filter

$(0) ¢(Ls) o (2K —1)L,)
P(Ls) ¢(0) o (2K = 2)L,)

possibly nonzero only at = kL, wherek = 0,£1,£2,---. pangwidth should satisfy the condition in (45) for the worst
The sequence(l) is considered as being a sampled versioghse maximum Doppler frequency and frequency offset. As
of an unknown, but bandlimited sequeneg) explained above, this will degrade the performance at fow

and f,. In addition, since the receiver estimates the CSI in
(49) any given time slot using the pilot and training sequences in

that slot only, interpolated CSI near the ends of the slot will

exhibit a larger MSE than those near the middle of the slot.

(), l=kLyk=0,41,42, -,
() = {0, otherwise.

The sequence(!) is assumed to be bandlimited with

Uw)=0 for |w|>6-7/L,,0<6< 1. (50) IV. SIMULATION RESULTS

In this section, we present the simulation results for the

The sequence(!) here corresponds to the channel samplegrc-pased modem architecture described above. These re-
at the pilot positions. Let us assume thél) is the unit sample ¢ 15 will be presented for both the 8-PSK 32-state and

response of the FIR interpolating filter, which, given evety o 16.0AM 16-state ST codes presented in Section II. We
sample of the sequeneg!), interpolates the remaining, — 1 will briefly describe the simulation scenario in Sections IV-A

samples using(’ past andy’ future samples. Itis easy to verify 54 g The results of these simulations are presented in
that the length of the filter will be theRK ., + 1. The unit Sections IV-C through IV-G.

sample responsg(!) is designed such that the error

e = [l 9 —uIP (51)

A. Time Slot Structure and Signaling Format

In all of the simulations, we assume IS-1B@&sic chan-
_ o _ o _ nelization and framing, except that the slot structure of the
is minimized. The method in [43] divideg(!) into L; sub- STCM-based modem will be different. For the purpose of

sequencey, (k) = g(kLs + p),pp = 0,1,---,Ls — 1,k = comparison, we will briefly describe the channelization and
0,%1,+2,---. The minimization of (51) results in the follow- framing structure in 1S-136. On each 30-kHz channel, the IS-
ing set of linear equations for eagh 136 standard defines 25 frames of data per se¢Bhd= 25),
Kol each of which is then further subdivided into six time slots
N, = 6). Each time slot is of 6.667-ms duration and
—k)Ls) = $(kL, k=-K,--- K- ( ° :
m;Kg“(m)d)((m )Ls) = d(kLst i) carries 162 modulation symbols (the raw symbol rdtg

andy =01, L,—1 (52 is 24300 symbols/s). These symbols, in turn, include_, 130
a R (52) symbols for data or speech and 32 symbols for synchronization
and control overhead. Under normal operating conditions, a

where¢(n) is the autocorrelation function af(!) and is given < ] - ' )
single user is provided with exactly two time slots per frame,

by which guarantees the user a symbol rate2of 130 x 25 =
o/ Ls v 6500 symbols per second. The 1S-136 usesl-DQPSK for
P(n) = / [U(w)["e™*" duw. (53) modulation, which supports two bits per symbol. This means
—om/ L that the netiincoded bit rate over a 30-kHz channel is 39 kb/s.
Equation (52) can be put in a matrix form as Fig. 9 shows the slot structure for the STCM-based modem

with two transmit antennas, using 1S-136 basic channelization
29, =¢, (54) and framing. As with the 1S-136 standard, we also assume
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6.67 ms=162 Symbols
}‘ * Burst 2

S2|02(D2(P2|(D2|P2|D2(P2|D2|P2|D2(P2|D2|P2|D2(02]S82
145 (9 (2|21 2 |21 2212 |21 2 |21 |2 |12 5 |14

S1{O1|(Dt{P1(Dt{P1|D1|(P1{D1|P1|D1|(P1|D1|P1]|D1{O1|S1
14| 5|9 2|21 2 (212|212 21| 2 |21 2 [|12] 5 | 14

=|[ Burst 1

—

6.67 ms=162 Symbols

S$1,52 : Synchronization Sequence (S1 and S2 are orthogonal, S1 as in 1S-136)
P1,P2 : Pilot Symbols (P1 and P2 are orthogonal)

D1,D2 : Data

01,02: Overhead Symbols

Fig. 9. Slot structure for STCM-based modem based on 1S-136 timing and framing structure.

TABLE |

SNR,, (dB) Useb FORDESIGNING THE WIF'S FOR 8-PSK 12
1Tx1Rx 2Tx 1 Rx 2Tx2Rx 2Tx1Rx | 2Tx2Rx 1.0
No ST code | 32-State Code | 32-State Code | DD Code { DD Code

25 20 12 30 175 0.8
0.6

TABLE I =

SNR,, (dB) Useb For DESIGNING THE WIF'S FOR 16-QAM S
0.4

1Tx1Rx 2Tx 1 Rx 2Tx2Rx
No ST code | 16-State Code | 16-State Code 02
35 225 15
0.0
the same symbol rat&, of 24 300 symbols/s. Each burstof o,  § § | N T R R

6.667 ms is 162 symbols lon@., = 162) and starts with a 1020 30 40 S0 60 70 80 90 100 110 120 130
14 symbols training sequendé, = 14) that will be used for n, Tap Number

timing and frequency synchronization. The training sequengg. 10. Unit sample response of LPIF designed figr= 23, K = 3, and
is also used to estimate the channel at the middle of the= 0-3.

training sequence. In addition, the transmitter inserts six two-
symbol (N, = 6, L,, = 2) pilot sequence#’; and P, that are o 10
used for channel estimation. Thus, in each burst we are |§
with 136 symbols, ten of which will be reserved for contrc
overhead and 126 of which will be used for information. Th§ 08 -

vem SNR =12.5dB
| SNR=15.0dB

@ i SNR = 17.5 dB
126 symbols in each burst are interleaved by a<1%symbol- g J SNR =20.0 dB
by-symbol block interleaver. Th¢RC pulse shape(t) has E
a roll-off factor of 0.35. & °°r o 1
o
5
B. Channel Estimation and Interpolation E o4l _ |
=z

As we pointed out before, signals at the receive antenrs
will be a linear superposition of the two transmitted bursts ai
we need the two training sequencgsandsS,, as well as the g
pilot sequenced”; and P;, to be orthogonal sequences. WG
use the same /4-DQPSK synchronization sequence specifiet 4,
in the 1S-136 standard fo§;. This will allow the STCM-
based service to coexist with old 1S-136 services and, at L.«
same time, ensure backward compatibility with 1S-#38/e  Fig. 11. Error histogram of the 16-QAM 16-state ST code without an outer
assume that the Synchronization and p||ot Symbo's have ﬁ}% with two transmit and two receive antennas and optimized WIF at
same energy per symbol as the information symbols. As e = 180 Hz.
mentioned before, in estimating the channel over any burst, the
receiver uses the training and pilot sequences in that burst osigyce other time slots may be carrying bursts that correspond

to old 1S-136 wireless channels or other bursts with different

4Some of today’s 1S-136 mobile phones use the synchronization sequence | dditi hi il minimi h I
in other time slots to update their equalizer and maintain timing and frequen% ucture. In adaition, this will minimize the overall system

synchronization. delay. Thus, the receiver will usg, andS, at the beginning

02

@ - E B B
3-4 7-8 910 11-12 >12
Number of Byte Errors per Frame
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of the current time slot, the six pilot sequend@s and P-, 17
as well asS; and S,, at the beginning of the next time slot
(which may belong to a different user) to obtain eight estimatgs
per TDMA time slot(N. = 8) for the channel from each of = 16
the transmitting antennas to the receiver. The sampling per'@d
of these channel estimat@$ = L, -7, whereL, = 23, in our 5 oL
case, can be easily seen to be 23/24 300 which corresponds to
a sampling frequency’ ~ 1056Hz . In all of the simulations £
we will consider maximum Doppler frequencies up to 180 H£ 14
a residual frequency offsef, of 200 Hz, an over sampling 5
factor @ = 8, and a timing erroréZ7, which is uniformly ; : | ‘
distributed ovee-1, /16. Thus, anf’ of 1056 Hz will satisfy Z 13) el A
the requirement in (45). @ a ‘ :

For the WIF, we assumed that the 200-Hz Doppler range | . l ; i
is divided into four subranges: 0-20, 20-80, 80-140, and 20 40 60 g0 100 120 140 160 180
140-200 Hz. Four different WIF's were designed, one for each Maximum Doppler Frequency f, (Hz)
subrange. These filters were optimized at a frequency of]isetF_
of 200 Hz, maximum Doppler frequencies of 20, 80, 140, ari(ég_'s
200 Hz, respectively, and an SNRhat will depend on the
ST code used and the number of transmit and receive antennas

! i ! !

—0O~ ST Code + RS5, LPIF
—/— ST Code + RS5, Optimized WIF

for

13. SNR performance at 10% FER as a functiorf obf the 16-QAM
tate ST code with two transmit and two receive antennas.

used. Tables | and Il list the SNRused for designing the SNR (dB) FEQUREDIQF%E%I”FERFOR THE 16-QAM
WIF’s for both the 8-PSK and 16-QAM cases we considered. 16-SraTE ST CoDE FOR DIFFERENT BIT RATES
For the LPIF, the approach described in Section 11I-G2 W@ imum Doppler | .. . | ST Code | ST Code + RS3 | ST Code + RS5
used to design a time-invariant low-pass filter Wil = Frequency f; || ™Y | (7a.4kbps) | (672 kbps) (62.4 kbps)
23, K = 23,6 = 0.5. Fig. 10 shows the unit sample response 2Tx 1Rx 224 21.1 20.5
g(n) of the LPIF. The low-pass filter was designed such that .. 2Tx 2Rx 15.7 13.8 13.2
it will have its 3-dB cutoff frequency at 528 Hz. ITx1Rx | 280 256 246
1Tx2Rx | 207 181 175
2Tx IRx | 306 250 230
C. 16-QAM Results 180 Hy 2Tx 2Rx 18.1 153 14.3
: - ITx1Rx | >50 324 28.9
For the 16-QAM 16-state space time code, shown in Fig. 3, TR | 215 203 59

we simulated the STCM-based modem without an outer RS
code. Fig. 11 shows the number of errors per frame as a
fraction of the total number of errors per frame for two transmib one or two symbol errors and 90% of them are due to four or

and two receive antennas at a maximum Doppler frequenfeyver symbol errors. These errors can be corrected by using a
fa = 180 Hz. From this figure we can easily see that for SNR’kigh-rate outer code. Therefore, we considered three different
of more than 15 dB, more than 80% of the frame errors are dsieortened RS codes ovétF'(28) for the outer code. The first
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Fig. 14. Performance of the 8-PSK 32-state ST code with two transmit and two receive antenngs=ant80 Hz.

code, referred to as RS1, is a shortened RS(62, 60) code that,
corrects single-byte errors. The second RS code, referred to
as RS3, is a shortened RS(62, 56) code that corrects thrge-
byte errors, and the third RS code, referred to as RS5, is?;a12 i
shortened RS(62, 52) code that corrects five-byte errors. For
RS1, for example, th62GF(2%) symbols are first created by 5
partitioning a block of 480 information bits into 60 groups ofi
eight bits each. These 60 bytes are then encoded by RS1Eto [ | ; : v
give 62 bytes or RS symbols. The out@G F'(2%) symbols b \ i
(62 x 8 = 496 bits) are then partitioned into 124 16-QAMS .; ' i \
symbols, two modulation symbols per one RS symbol. Tt op——— : M7
124 16-QAM symbols are then padded with two 16-QANE : ' ‘ . : :
zero symbols to force the ST encoder to go back to the z&to
state®> The 126 16-QAM symbols are then encoded using the ; ; : i : : :
ST encoder. ° 20 40 60 80 100 120 140 160 180
Fig. 12 shows the FER performance of the 16-QAM 16- Maximum Doppler Frequency f, (Hz)
state S-T code with two transmit and two recgive an'Fer?nas aFri]g(;j 15. SNR performance at 10% FER as a functiory pfof the 8-PSK
a maximum D_OpF"er frequency, = 180 using optimized 32-state ST code with two transmit and two receive antennas.
WIF. From this figure we can see that the ST code alone
needs an SNR of 18 dB to achieve 10% FER. However,

r ! T v ' s T z

7| —O— ST code + RS5, LPIF
! |—7— ST code + RS5, Optimized WIF

e s NSRRI ST SR

when the ST code is concatenated with RS5, for example, SNR (dB) REQUIRED FEAR?IEJOE/O I;/ERFOR THE EIGHT-PSK
the required SNR is 14.5 dB, which is a 3.5-dB gain over 32-SraTE ST CoDE FOR DIFFERENT BIT RATES
the ST code alone. In this case, however, the net bit rg{gimum Doppler | .. | STCods | ST Code + RS3 | ST Code + RS5
(over a 30-kHz channel) at 10% FER will be reduced from grequency Diversity (55.8Kkbps) | (50.4 kbps) (46.8 kbps)
74.4 kb/s to 62.4 kb/s. Fig. 13 shows the SNR required for 2Tx 1Rx 183 17.3 16.9
10% FER versus the maximum Doppler frequerfgyfor the 10 He 2Tx 2Rx 11.2 10.3 10.1
16-QAM 16-state ST code, concatenated with RS5 and two 1Tx 1Rx 255 23.1 220
transmit and two receive antennas. We plot the results for ITx2Rx | 184 15.8 14.9
both the LPIF and WIF. We can easily see a 2.5-3.5 dB 2Tx IRx | 20.1 17.6 17.1
advantage for the WIF over the LPIF for maximum Doppler 180 Hz ZTx 2Rx 118 106 102

! . ITxIRx | 410 285 254
frequencies up to 180 Hz. As expected, the WIF will have a ITxoRx | 219 176 162

better performance than the LPIF (since we are optimizing the
filter coefficients for every point in the slot), although it would
be more computationally expensive and would require more
memory to store the coefficients.
SFor the 16-QAM 16-state ST code only one 16-QAM zero symbol is Table Il summarizes the SNR performance at 10% FER
needed to terminate the trellis, the other symbol is merely a dummy symbfor the 16-QAM 16-state ST code case. It shows the required
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Fig. 16. Effect of transmit antenna correlation on the SNR performance fg- 17.  SNR performance at 10% FER. Performance of delay diversity
10% FER for the 8-PSK 32-state ST code as a functiorfof versus 8-PSK 32-state ST code with two transmit and one receive antennas
as a function off,.

SNR for different number of transmit and receive antennaszo
and different bit rates, for maximum Doppler frequencies of I ? ! ' ! 1

10 and 180 Hz. For all of these cases we assumed that the WIF® [ [—o— pp code + Rss, LPIF Z
is used for to obtain the interpolated CSl. In addition, we als® 18 | |4 50 G hoe. oimizeawir |
included the case when there is only one transmit antennagas; | {—C— ST Code + RSS, Optimized WIF | | L
a reference at the transmitter, which corresponds to the cése | | ; 5
where no ST coding is used. From these numbers, one cacj%m
easily see the improvement in the SNR performance due 0™ [
the use of the ST code with transmit antennas. For exam i 14 i :
when using the space time code alone with two transmit ardisfF—— - oo
one receive antennas, at a maximum Doppler frequency %’)f12
10 Hz, an improvements of 5.6 dB (over the system witl b
one transmit and one receive antenna) is achieved. For fe

same case, at a maximum Doppler frequency of 180 Hz, thism%
improvement is even larger at more than 20 dB. 9

20 40 60 80 100 120 140 160 180
Maximum Doppler Frequency f, (Hz)
D. 8-PSK Resdlts ‘
. . Fig. 18. SNR performance at 10% FER. Performance of delay diversity

For the 8-PSK constellation, we considered the same thigeys g-psk 32-state ST code with two transmit and two receive antennas
RS codes used for the 16-QAM case, except that the cogea function off,.
polynomial is now defined ove®F'(2°) and each symbol is
6 bits long. For RS1, in this case, the 627(2¢) symbols are
first created by partitioning a block of 360 information bit
into 60 groups of 6 bits each. The output 62'(2%) symbols
are then partitioned into 124 8-PSK symbols, two modulati

symbols per one RS symbol. The 124 8-PSK symbols are thenI'able IV summarizes the SNR performance at 10% FER for

padded with two 8-PSK zero symbols to force the ST encodt%re 8-PSK 32-state ST code case. It also shows the required

to go back tp the zero state. The 126 8-PSK symbols are t@NR for different numbers of transmit and receive antennas

encpded using the ST encoder. and different bit rates, for maximum Doppler frequencies of
Fig. 14 shows the FER performance of the 8-PSK 32-stag .14 180 Hz. As before, we assume that the WIF is used to

ST code with wo transmit and two receive antennas aWtain the interpolated CSI. Similar to the 16-QAM case, we

{‘60/: Flé;RO with bWIF.hI_:ron:j trl['slfgu(;% ;VsRcandsig (tjgats% n easily see the improvement in the SNR, due to the use of
0 can be achieved at 11.7- an ) ST code, as compared to the case when only one transmit

with an 8—PSI_< 32-stat_e ST code, concatenated vyith RS1 enna is used (no ST coding).
RS5, respectively. This corresponds to a net bit rate (over
a 30-kHz channel) of 54 kb/s and 46.8 kb/s, respectiveIE. ) )
Fig. 15 shows the SNR required for 10% FER vergudor E- Effect of Transmit Antenna Correlation

the 8-PSK 32-state ST code, concatenated with RS5 and twdNext, we study the effect of transmit antenna correlation
receive antennas. As in the 16-QAM 16-state ST code case, the STCM-based modem performance. In this case, we

we also plot the results for both the LPIF and the WIF. We
Tan see a 2.5-dB advantage for the WIF over the LPIF at 10
Hz. At 180 Hz, the WIF advantage over the LPIF is only
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Fig. 19. Performance of the 8-PSK 32-state ST code with two transmit and one receive anterfpas- at80 Hz in a TU environment with delay
spread of 5us (GSM TU channel model).

assumed that the channel gains from the two transmit antennas TABLE V
to the jth receive antenna are correlated such that THE GSM TU GHANNEL MODEL: DELAY SPREAD = 5 pis
Delay (12s) ]| 0.0 [02] 05 [ 16| 23] 50
1 p Strength (dB) || -3.0 | 0.0 | -2.0 | -6.0 { -8.0 | -10.0
Bl = | ]|
p 1
B S TABLE VI
where; (1) = [a1;(Daz; (D]". Fig. 16 also shows the SNR THE GSM HT CHANNEL MODEL: DELAY SPREAD = 17 pis

required for 10% FER as a function of the maximum Doppler
frequency forp = 0.75 and p = 0 (uncorrelated channel
gaing for the 8-PSK 32-state ST code with two transmit
antennas. We can easily see that, even though the channels
from the two transmit antennas are highly correlated, the ] ) ) ] )
performance was degraded by less than 1 dB for both tR%E" the delay-diversity scheme is due to the extra coding gain

one- and two-receive antennas cases. provided by the code.

Delay (us) 00]01]03[05][150] 170
Strength (dB) || 0.0 [ -1.5 [ 45| 7.5 | -6.0 | -12.0

F. Performance of ST Coding Versus Delay Diversity G. Performance in Delay Spread Channels

Here, we compare the performance of the STCM schemeln all of our discussions and simulations so far we have
versus the simple delay-diversity scheme. For that purpose, @&sumed that;;(#), the channel impulse response (CIR)
consider the delay-diversity scheme with 8-PSK constellatioiiom ith transmitting antenna tgth receiving antenna, is a
In this case the delay-diversity scheme will have the ST codifig¢guency-flat channel. That is, the channel impulse response
representation shown in Fig. 4. We simulated the STCM-basiédassumed to be
modem with the delay-diversity code shown in Fig. 4 as its ST
code. Figs. 17 and 18 show the SNR required for 10% FER as hij(T5t) = iy (£)8(T — 7)

a function of the maximum Doppler frequengy for the cases

with one and two receive antennas, respectively. We show fifiere;;(¢) is the channel gain defined earlier andis the
results for both the WIF and the LPIF. We also show thgropagation delay. This model is generally valid as long as
corresponding results for the 8-PSK 32-state ST code. We GAB delay spread of the channelniichless than the symbol
immediately see that the STCM scheme has an approximatgbiod. Measurements for typical urban (TU) and hilly terrain
4-dB SNR advantage over simple delay diversity with tweHT) propagation environments, however, show delay spreads

receive antennas for both the LPIF and the WIF. For oRg up to 5 and 17:s [44], respectively. In this case, the CIR
receive antenna and the WIF, the SNR advantage of STGM| pe

over simple delay diversity is about 2.5 and 4.5 dB fer= 10

and 180 Hz, respectively. For the one-receive antenna case U

and LPIF, this advantage goes up 9 dB at a maximum Doppler hij(r5t) = Z ju()0(T — Ty)
frequency of 180 Hz. The superior performance of the ST code u=1
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Fig. 20. Performance of the 8-PSK 32-state ST code with two transmit and two receive antenfyas=al80 Hz in a TU environment with delay
spread of 5us (GSM TU channel model).

where «;; ,(¢t) and 7, are the complex channel gain and . -
propagation delay for theth multipath component. % ! !
Tables V and VI show the GSM measurement-based chan- :

nel models for TU and HT channels [44]. We simulated thg |
STCM-based modem described above with the 8-PSK 32-stdte , ,
space time code for both the TU and HT channel modefs. : ; O 27x1 Fix, 0 po delay sproad
Figs. 19 and 20 show the FER performance for the STCHl14 : % ; i;y;gxygusge:ayspreag .
model with one and two receive antennas at a maximugn ; o 2Tx2 P 5 15 iy spread
Doppler frequency of 180 Hz and a TU channel model with'5 ‘ , , ; ; ;

i

us delay spread, respectively. From these two figures, we can?[ : ? ‘ ! I
easily see that for the TU channel model, ang at= 180 Hz, ﬁ \o\ ! ;

the performance degradation due to the multipath is 0.5 dB2r, | 1 ' , ):_E
less at an FER of 10%. Fig. 21 shows the SNR performance at ; : ;
10% FER for the STCM-based modem using the TU channel f i ; | ; |
model, which shows a performance degradation (at 10% FER)s L— . : " . - i
of less than 0.5 dB for the one receive antenna case and less 2°  “° 6 8 100 120 140 160 180
than 1 dB for the two receive antenna case. For the HT channel
model, however, the results showed a substantial error flooripg. 21. Effect of delay spread on the SNR performance at 10% FER, or the
due to the severe ISI caused by the channel. In this case iB{3SK 32-state ST code as a function faf.

very clear that an equalizer must be used, which is currently

under investigation. promise for STCM techniques as a powerful channel coding
method for high-data-rate wireless applications. For example,
the 16-QAM 16-state STCM-based modem with two transmit
V. DISCUSSION AND CONCLUSION and two receive antennas, presented earlier, can achieve a net
We have proposed a new advanced modem technoldgy rate of 74.4 kb/s with 10% FER at SNR of 16 dB which
for high-data-rate wireless communications. This technology a 2.6 times increase in data rate, as compared to the net
is based on the use of concatenated STCM with multipbét rate of 28.8 kb/s offered by the current 1S-136 [45]. In
transmit and/or multiple receive antennas. The spatial aaddition, the STCM modem achieves these bit rates at an
temporal properties of STCM guarantee that, unlike witBNR that is lower than that required by current systems [45].
other transmit diversity techniques, diversity is achieved &imulation results also showed that the STCM-based modem
the transmitter while maintaining optional receive diversityperforms well even when there is a correlation between the two
without any sacrifice in transmission rate. The multichanngbansmit antennas, which suggests that the same concept can be
CSI required at the receiver for decoding is estimated usasily applied at both base stations and handsets. In addition,
ing O-PSI techniques. A detailed design for a narrowbarlde performance of the STCM-based modem in a typical
TDMA/STCM-based modem has been presented. Simulatiarban propagation environment was very close to that under a
results for the proposed STCM-based modem show gréegquency-flat channel response. For propagation environments

T
t
i
i

Maximum Doppler Frequency f, (Hz)
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with large delay spread$>T,/4), however, multichannel [21] J. H. Winters, “Diversity gain of transmit diversity in wireless systems
equalization is necessary in order to maintain the performance
of the STCM-based modem at acceptable levels. Efforts
design good multichannel equalizers for STCM are now under

investigation. Research on the interaction and combination
STCM with other techniques, such as orthogonal frequen

g

division multiplexing (OFDM), maximum likelihood (ML)
decoding and interference cancellation, and beamforming[?é]
now being pursued [46]-[48].
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