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System-level power management has become a key technique to render modern wireless commu-
nication devices economically viable. Despite their relatively large impact on the system energy
consumption, power management for radios has been limited to shutdown-based schemes, while
processors have benefited from superior techniques based on dynamic voltage scaling (DVS). How-
ever, similar scaling approaches that trade-off energy versus performance are also available for
radios. To utilize these in radio power management, existing packet scheduling policies have to
be thoroughly rethought to make them energy-aware, essentially opening a whole new set of chal-
lenges the same way the introduction of DVS did to CPU task scheduling. We use one specific
scaling technique, dynamic modulation scaling (DMS), as a vehicle to outline these challenges,
and to introduce the intricacies caused by the nonpreemptive nature of packet scheduling and the
time-varying wireless channel.
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tion Theory—General systems theory; C.2.1 [Computer-Communication Networks]: Network
Architecture and Design—Wireless communication
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1. INTRODUCTION

1.1 System Power Management

In commercial and research efforts alike, recent trends have shifted the em-
phasis in system design away from ever-increasing throughput alone. Instead,
energy and power consumption are becoming ever more formidable and impor-
tant constraints to address [Benini and de Micheli 1997; Pedram 2001]. Indeed,
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technology integration and miniaturization have intensified cooling and pack-
aging challenges. In addition, the energy supply itself is often limited to build-
in batteries, as untethered operation is desired for mobility and portability. A
class of systems where this observation holds especially true is that of personal
communication devices, which are also becoming increasingly prevalent.

To reduce power spending without sacrificing performance, system design-
ers have drawn on the concept of “energy or power awareness.” The key idea is
that the system only delivers the performance that is strictly required, thereby
avoiding superfluous power consumption. Power and energy awareness are
therefore often paraphrased as “the right power/energy at the right time and
the right place.” When designing according to this concept, there are two as-
pects to consider: the technique itself that introduces the awareness, and the
power management strategy that exploits it.

The oldest and most straightforward technique is to shut down unused parts
of the system [Benini et al. 1999]. Shutdown-based power management has
been explored for hard disks, displays [Lorch and Smith 1998], and commu-
nication modules [Wang and Mandayam 2001], among others. For processors,
it has been incorporated in the kernel of real-time operating systems (RTOS)
[Srivastava et al. 1996]. However, a breakthrough came with the development
of dynamic voltage scaling (DVS), a technique for digital circuits that is more
effective than shutdown [Chandrakasan et al. 1992]. The reason is the convex
nature of the power–speed curve, which comes about by varying the operat-
ing voltage. Numerous DVS-based power management strategies have been
proposed to harness this potential [Burd et al. 2000; Govil et al. 1995; Gruian
2001; Gutnik and Chandrakasan 1997; Krishna and Lee 2000; Manzak and
Chakrabarty 2000; Nielsen et al. 1994; Shin and Choi 1999; Weiser et al. 1994;
Yao et al. 1995].

Unfortunately, energy awareness brought forth by DVS is restricted to digital
circuits, such as processors, which can leverage DVS in their task-scheduling
engine. Voltage scaling not being applicable; is it nevertheless possible to find
a similar technique for other parts of the system? Or is shutdown the best we
can do?

1.2 Power Management in Communication Subsystems

The search for superior power management techniques is especially relevant
for the communication subsystem, and in this paper, we introduce and discuss
a powerful scaling-based approach that can be viewed as the counterpart of
DVS.

The importance of radio power management arises from the fact that
communication is often the dominant power hog in the complete system
[Raghunathan et al. 2002]. While the inherent energy consumption of digital
circuits is rapidly decreasing due to Moore’s law and ingenious design tech-
niques, the power that is radiated to carry information does not follow this
trend. This observation is particularly true for wireless RF (radio-frequency)
devices, where the radiated power depends on the transmit distance and is
physically constrained by Maxwell’s laws. With the increasing proliferation
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of cellular phones with Internet browsing capabilities, Bluetooth-connected
PDAs, and wireless LANs, radio power management will undoubtedly gain in
importance.

Radios typically posses a number of control knobs, which gives rise to a
convex power-performance curve. As such, these knobs can be used to intro-
duce energy awareness in a similar fashion as the operating voltage in DVS.
Possible radio control knobs are the modulation level, the error coding, or com-
binations, or both. We refer to the resulting techniques as dynamic modulation
scaling (DMS), dynamic code scaling (DCS), and dynamic modulation-code scal-
ing (DMCS). To provide energy awareness, they need to be integrated into the
system power management.

The aim of this paper is to provide insight into such scaling-based radio
power management strategies, the associated challenges, and possible solu-
tions. Just as people created energy-aware versions of RTOS task-scheduling
policies, we investigate energy-aware packet scheduling as part of these power
management strategies. As a vehicle for this exploration, we focus on dynamic
modulation scaling (DMS), which we first introduced in Schurgers et al. [2001a].
It is a readily accessible control knob in a number of existing communication
systems.

2. RELATED WORK

DMS for radios can be viewed as the counterpart of DVS for digital circuits,
as both exploit the presence of a convex power–speed curve via the notion
of scaling. We can therefore find inspiration in the way task scheduling was
extended to make it energy-aware, when developing energy-aware packet-
scheduling policies. Nevertheless, a direct correspondence is impossible due
to the inherent differences between radios and digital circuits, which we de-
tail in Section 3.4. Voltage scaling was first included in self-timed circuits
[Nielsen et al. 1994] and later extended toward synchronous ones [Gutnik and
Chandrakasan 1997], where a buffer is used to smooth the load and steer the
adaptation. The initial DVS work in operation system research was in the con-
text of a workstation like environment [Govil et al. 1995; Weiser et al. 1994],
with average throughput as the performance metric. Task scheduling under
real-time constraints, that is, the presence of deadlines, is considered in Burd
et al. [2000], Gruian [2001], Krishna and Lee [2000], Manzak and Chakrabarty
[2000], Shin and Choi [1999], and Yao et al. [1995].

In the realm of communications, a shutdown approach is proposed in Wang
and Mandayam [2001], leveraging the time-varying nature of the wireless chan-
nel. Transmissions are deferred to times where the channel can support energy-
efficient data transmission, while taking into account various delay constraints.
A scheduling technique based on code scaling (DCS) is described in Prabhakar
et al. [2001]. It finds an energy-efficient schedule for a set of packets that have
to be transmitted before an overall deadline, and is similar to the work on
processor scheduling presented in Yao et al. [1995]. The basic concept of mod-
ulation scaling (DMS) was first proposed by Schurgers et al. [2001a]. Here, we
build upon this concept to describe a complete framework for dynamic power
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management of the radio communication subsystem in wireless embedded
systems.

We explore radio power management through DMS, which essentially relies
on the ability of the radio to change its modulation on the fly. This is indeed
practically feasible, and appropriate hardware architectures have been devel-
oped [Cho and Samueli 2000]. Originally, these architectures were used for a
different purpose, namely adapting the modulation to maximize the system
throughput [Balachandran et al. 1999; Ue et al. 1998; Webb and Steele 1995].
In this case, the appropriate choice of the modulation level only depends on the
current condition of the wireless channel, and does not involve any scheduling
decisions. On the other hand, as we illustrate in this paper, energy awareness
is strongly related to scheduling, where current decisions and future events are
tightly interwoven. Although utilizing the same radio control knob, DMS and
throughput maximization not only serve a different purpose, but also require
completely different adaptation policies. This change in mindset is similar to
the one that occurred in the CPU world when the design goal was switched
from throughput maximization to energy efficiency.

3. DYNAMIC MODULATION SCALING (DMS)

When considering energy-aware techniques beyond shutdown, such as DMS,
we require some more insight into the operation of radios. In this section, we
introduce the basics of modulation scaling.

3.1 Energy and Delay Breakdown

The first step in understanding DMS is investigating how energy and through-
put depend on the modulation level in a digital wireless communication system.
In order to transmit information, bits are coded into channel symbols, which
correspond to different waveforms [Proakis 1995]. The number of possible wave-
forms determines how many bits are coded into one symbol, which is given by
the modulation level b, expressed in number of bits per symbol. The average
time to transmit 1 bit over the channel is the inverse of the average bit rate Rb,
and is given by (1), where RS is the symbol rate (number of symbols that are
transmitted per second).

Tbit = 1
Rb
= 1

b · Rs
. (1)

The energy associated with the transmission of 1 bit can be expressed as (2).
The power needed to generate the information carrying electro-magnetic waves
is delivered mainly by the power amplifier, and is denoted by the transmit power
PS . The remainder of the power consumption of the radio is lumped into PE ,
the electronics power.

Ebit = [PS + PE ] · Tbit. (2)

We note that (2) represents the energy consumption of the transmitter device,
but it can also be used for the receiver, by setting PS equal to zero. The value
of PE is not necessarily the same as that of the transmitter, of course.
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Table I. Scaling Function f (b) and 0 for Different Modulation Schemes

2b-QAM 2b-PSK 2b-PAM

f (b) 2b − 1 sin
(
π

2b

)−2 22b−1
3

0 1/3 ·
[

Q−1
((

1− 1
2b/2

)−1 · b·BER
4

)]2
1/2 ·

[
Q−1

(
b·BER

2

)]2
1/2 ·

[
Q−1

((
1− 1

2b

)−1 · b·BER
2

)]
Expressions (1) and (2) give the delay and energy associated with transmit-

ting a bit over the wireless link, and therefore operate on the level of the OSI
physical layer [Tenenbaum 1990]. These bits do not simply represent the bare
application information (so-called “useful bits”), but contain contributions from
higher-layer overhead, such as headers, channel coding, training sequences,
control packets, and so on [Lettieri et al. 1999]. As we focus here on DMS, we
keep all other parameters and protocol settings unchanged. The energy and
delay per “useful bit” are thus a linear function of their corresponding val-
ues on the physical layer, such that we can focus on (1) and (2). We note that
energy-efficient techniques on the other layers are still perfectly applicable and
beneficial in addition to DMS.

To analyze DMS, we need to derive the detailed relationship between the
energy and the modulation level. The scheme that is probably most amendable
to scaling, due to its ease of implementation and analysis, is quadrature ampli-
tude modulation (QAM) [Balachandran et al. 1999; Ue et al. 1998; Webb and
Steele 1995]. The resulting bit error rate (BER) is well approximated by (3)
[Proakis 1995]. In this equation, EN is the noise energy per symbol, factor A
contains all transmission loss components, and η is the linearized efficiency of
the power amplifier. The Q(·) function is defined as (4).

BER = 4
b
·
(

1− 1
2b/2

)
· Q

(√
3 · A · η

2b − 1
· PS

EN · RS

)
(3)

Q(x) = 1√
2π
·
∫ ∞

x
exp
(
−1

2
· t2
)

dt = 1
2
· erfc

(
x√
2

)
. (4)

By solving for the transmit power, we obtain (5), where parameter CS is
defined as (6). The expressions for f (b) and 0 are listed in the first column of
Table I.

PS = CS · f (b) · RS (5)

CS = EN

A · η · 0. (6)

EN is a function of the receiver implementation and the operating temper-
ature. A depends on distance and the propagation environment, and can vary
with time. Neither of them varies with b. In addition, due to the Q−1(.) function,
0 is only very weakly dependent on b. Although we do take this dependency
into account in the simulations, CS is thus approximately a constant when we
scale the modulation (i.e., vary b). The main benefits from modulation scaling
are due to f (b).
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Fig. 1. Fractional modulation-level settings.

The power consumption of the electronic circuitry, which is largely analog,
PE , can be written as (7) [Cho and Samueli 2000; Schurgers et al. 2001a]. CE is
a constant that depends on the radio architecture, the circuit implementation,
and the semiconductor technology.

PE = CE · RS . (7)

With (5) and (7), expression (2) becomes an explicit function of the modulation
level:

Ebit = [CS · f (b)+ CE ] · 1
b
. (8)

The ratio of parameters CS and CE can thus be viewed as an indication of
the relative importance of the transmit power versus the electronics power. In
a similar way, we can derive expressions for phase shift keying (PSK) and pulse
amplitude modulation (PAM) [Proakis 1995]. With the appropriate definitions
of f (b) and 0 as in Table I, (8) remains valid. In general, DMS is applicable to
other scalable modulation schemes as well.

3.2 Granularity Effects

In the previous section, we implicitly assumed the modulation level could be
varied continuously. However, strictly speaking, the expressions in Table I are
only valid for integer values of b. In the case of QAM, they are exact only
for even integers, but are reasonable approximations when b is odd (so-called
“nonsquare” constellations) [Proakis 1995].

Furthermore, it is impractical to change the modulation level at arbitrary
time instants, since both sender and receiver need to know the exact modula-
tion scheme that is used. This requires a kind of negotiation between the two,
resulting in protocol overhead. It makes sense to limit the rate of adaptation,
for example, by restricting it to periodic instants or the start of packet trans-
missions. The implication toward implementation is that the receiver has to be
designed such that it can appropriately reconfigure its processing for the right
modulation level. This is one crucial difference between modulation scaling and
voltage scaling, which, as we will see later, also affects the power management
strategies.

However, in between two modulation updates, we can define a fractional
modulation level. For example, the first half of the packet could be sent with
modulation b1 and the second half with b2, see Figure 1. As a result, the average
energy and delay per bit are a linear interpolation between the corresponding
values of the two modulation levels, as is apparent from (9) and (10).

Ebit = Epacket

L
= E1

bit · β + E2
bit · (1− β) (9)
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Fig. 2. Energy-delay trade-off for QAM.

Table II. Simulation Settings

RS 1 MHZ
BER 10−5

CS (4-QAM) 12 nJ
CE 15 nJ

Tbit = Tpacket

L
= T 1

bit · β + T 2
bit · (1− β). (10)

Each modulation scheme has a bmin, which is the minimum practically
achievable modulation. If we are allowed even more delay per bit, we can shut-
down the radio for a while (b = 0). However, as mentioned before, shutdown does
not reduce the energy per bit. The maximum modulation bmax is only bounded
by implementation choices and maximum transmit power. Between bmin and
bmax, the modulation can be scaled with granularity δ, which is a design choice.
This minimum and maximum level and granularity effect are similar to what
is encountered in voltage scaling as well.

Figure 2 illustrates the energy-delay trade-off for QAM, with the numerical
values from Table II. CS varies slightly with the modulation level, and the value
at operating point b = 2 is listed in the table. The curve labeled “ideal” corre-
sponds to (1) and (8). The circles indicate constellations that can be realized,
and the solid line gives the values that are obtained through the interpolation
we just explained. For QAM, bmin is equal to 2. We see that we can use (1) and
(8) for analysis purposes as very tight approximations to what is practically
realizable.
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Fig. 3. Energy-delay trade-off for different CS .

3.3 Region of Modulation Scaling

Figure 3 shows the same trade-off for QAM for different values of CS . The values
of CS shown in the figure are for operating point b = 2, that is, 4-QAM, and
correspond to PS varying from 2.25 mW to 144 mW. The other settings are those
of Table II. As CE is kept constant, a higher value of CS thus indicates that the
transmit power portion becomes more dominant compared to the electronics
power portion.

DMS essentially utilizes the effect that, by varying the modulation level,
energy can be traded off versus delay. At the left side of the figure, lowering b
reduces the energy, at the cost of an increased delay. Alternatively, the power
versus speed is convex in this region. Scaling beyond the point of minimum
energy clearly does not make sense, as both energy and delay would increase.
The operating region of DMS therefore corresponds to the portion of the curves
to the left of their minimum energy point. It is clear that in this region, scaling
is superior to shutdown, as the metric Ebit is the total energy per bit, which
will not change if the transmission is followed by a period of shutdown. We
can also verify that the energy–delay curves are convex, such that a uniform
stretching of the transmissions is the most energy-efficient (due to Jensen’s
inequality).

From Figure 3, we see that DMS is more useful for situations where CS is
large, or in other words, where the transmit power dominates the electron-
ics power. This is true except for communication systems with a very short
transmission range. Also note that the electronics power behaves similarly to
the leakage current in digital circuits. As leakage becomes more dominant with
shrinking CMOS device dimensions [Sinha and Chandrakasan 2000], DVS will
be faced with similar issues of operating region, as observed here.
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Table III. Modulation Bounds

bmin (bits/symbol) bmax (bits/symbol) δ (bits/symbol)

2 8 0.5

3.4 Difference Between DMS and DVS

Despite the analogies between DVS and DMS, there are two important dif-
ferences. First, a change in modulation level requires communication be-
tween sender and receiver. As explained in Section 3.2, the sender cannot de-
cide on a new modulation setting midway through the packet transmission.
Packet scheduling therefore exhibits this inherent time-granularity effect and
can only be nonpreemptive. However, the exact packet size is known at the
start of the transmission, in contrast to the task execution time in processors
[Raghunathan et al. 2001]. We detail these points in Section 4.1.

Second, the wireless channel may vary over time, which means that the
factor A in (6) fluctuates. These variations have to be taken into account in
the packet-scheduling engine. This is akin to a processor where capacity (in
MIPS) would change over time, for example, due to interrupt handling. This
phenomenon is indeed complex, but is beyond the designers’ control in radio
power management.

4. ENERGY-AWARE PACKET SCHEDULING

Just like DVS has driven energy-aware task scheduling beyond shutdown-
based approaches [Burd et al. 2000; Govil et al. 1995; Gruian 2001; Gutnik
and Chandrakasan 1997; Krishna and Lee 2000; Manzak and Chakrabarty
2000; Nielsen et al. 1994; Shin and Choi 1999; Weiser et al. 1994; Yao et al.
1995], DMS paves the way toward new energy-aware packet-scheduling poli-
cies. The body of literature dealing with packet scheduling is vast, and, in
principle, is suitable to be extended toward energy-aware versions using DMS
[Demers et al. 1989; Lu et al. 1997; Parekh and Gallager 1994]. However, many
challenges lie ahead, since such radio power management must deal with both
traffic load and channel variations. In the next subsections, we describe two ba-
sic scheduling approaches to illustrate some of the challenges. They each high-
light one of two different issues, namely the presence of deadlines and channel
variations.

In all simulations reported in this section, a special field in the packet header,
encoded with 4-QAM, is used to communicate the modulation level for the rest
of the packet to the receiver. We chose this option for its simplicity and fault
tolerance, assuming we have control over the protocol stack. If this is not avail-
able, an alternative is to use separate control packets. The DMS scheduler,
residing at the link-layer, might still require channel quality information from
the lower layers, similar to other adaptive protocols [Balachandran et al. 1999;
Lettieri et al. 1999; Thoen et al. 2000]. Table III defines the possible values,
which can be encoded into 4 bits. This overhead for each packet is incorporated
in all simulation results.
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4.1 Real-Time Scheduling in a Time-Invariant Channel

In this section, we consider the problem of scheduling multiple real-time traffic
streams, while the wireless channel does not vary in time. In each stream,
packets arrive periodically and have a deadline by which they have to be sent.
This is a valid model for multimedia streams. We choose the deadline of each
packet to be the arrival time of the next packet in that stream. The size of the
individual packets might vary (e.g., in MPEG video or perceptual audio codecs),
but there is a maximum known packet size for each stream. As mentioned
before, the packet scheduler should not interrupt an ongoing transmission such
that the policy has to be nonpreemptive. This is a new constraint compared to
the energy-aware task scheduling policies for RTOS, which are all preemptive
(i.e., tasks can be suspended and resumed later on) [Burd et al. 2000; Gruian
2001; Krishna and Lee 2000; Manzak and Chakrabarty 2000; Shin and Choi
1999; Yao et al. 1995]. The setup we consider here is analogous to the DVS
work described in Raghunathan et al. [2001]. Besides the preemptive nature,
the scheduling algorithm of Raghunathan et al. [2001] deals with task-length
variability in a stochastic fashion, as the exact execution time is not known at
the start of the task. However, in packet scheduling, the exact packet length is
known at the start of the transmission.

A condition that guarantees schedulability for nonpreemptive scheduling
is derived in Jeffay et al. [1991]. When it is satisfied, earliest-deadline-first
scheduling (EDF) always results in a valid schedule. An optimal energy-aware
scheduling routine is too computationally intensive as the problem is NP-
complete; but we propose a practical algorithm, which consists of two steps
[Schurgers et al. 2001b].

1. Admission step: When a new stream is admitted to the system, we calculate
a static scaling factor, αstatic, assuming all packets are of maximum size. This
factor is the minimum possible such that if the modulation setting for each
packet were scaled by it, the schedulability test would still be satisfied. In
other words, it computes the slowest transmission speed at which all the
packet streams are just schedulable.

2. Adjustment step: At run-time, packets are scheduled using EDF. Before
transmission starts, the actual size of each packet is known. We calculate
an additional scaling factor, αdyn, such that the transmission finishes when
that of a maximum size packet would have. Since step 1 assumes the maxi-
mum packet size, the schedulability is guaranteed. If the system were still
idle after the packet transmission, we would stretch the transmission until
the packet’s deadline or the arrival time of a new packet (which is known
due to the periodic nature of the traffic). This extra scaling factor is called
αstretch.

The scheduler combines all three scaling factors to get the overall modulation
that is used for the current packet [Schurgers et al. 2001b]. To evaluate the per-
formance of our scheme, we have carried out a number of simulations. The basic
settings and modulation settings are those of Tables II and III, respectively. The
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Table IV. Number of Streams with Given Period

20 ms 25 ms 40 ms 50 ms

U = 0.82 8 6 4 4
U = 0.77 8 6 2 4
U = 0.74 8 4 4 4
U = 0.69 6 4 6 4

Fig. 4. Relative energy for real-time energy-aware packet scheduling.

size of each packet is independently chosen in a uniformly random fashion be-
tween the maximum packet size Lmax of 8000 bits and a minimum value Lmin,
which is a parameter we vary in our simulations. We consider four different
scheduling scenarios. For each of them, a row in Table IV lists the number of
streams with a given period and the resulting total link utilization when all
packets are of maximum size. For example, in the fourth scenario in Table IV,
there are six streams with a period of 20 ms, four with a period of 25 ms, six
with a period of 40 ms, and four with a period of 50 ms, resulting in a link
utilization U of 0.69 when Lmin = Lmax.

Figure 4 plots the energy consumption of our scheduling scheme, normalized
against one without scaling (b = bmax at all times). For U = 0.82, we have
separated the effect of the different scaling factors. When only using αstatic,
the transmissions are slowed down uniformly without exploiting the run-time
packet length variations. These are leveraged through αdyn, where the energy
decreases as the packet size variation increases (Lmin decreases). The effect
of αstrech is marginal here. For the other utilizations, we only show the results
when combining all three scaling factors. As expected, more energy savings are
achieved when the utilization is lower.
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The power management scheme described here, essentially exploits traffic
load variations on two levels to introduce energy awareness.

1. Variations in overall utilization are handled by the admission step in our
algorithm through αstatic. These are due to changes in number of streams,
which are likely to occur over relatively large time scales.

2. Variations in individual packet sizes on the other hand occur at much smaller
time scales. These cannot be handled during admission, but are exploited in
the adjustment step of our algorithm.

4.2 Nonreal-Time Scheduling in Time-Variant Channel

In this section, we highlight a different issue in radio power management,
namely the effects of time variations in the wireless channel. The closest equiv-
alent in CPU task scheduling is a time-varying processor capacity. To introduce
some of the challenges, we consider a rudimentary scenario: the transmission
of a single data stream that has no hard deadline associated with it, but only an
average data rate constraint. This model is useful in the case of a file transfer,
for example. In Schurgers and Srivastava [2002], we also illustrate how this
specification can be used to provide a soft real-time constraint.

As discussed in Section 3.1, the transmission loss A captures the effect of the
wireless channel. In the presence of time variations, this factor is split up into
two components as in (11), where A represents the long-term average value
and α contains the normalized time variations. The behavior of the gain factor
α can be characterized by two statistics: a probability density function and a
Doppler rate, which describes the time correlation [Jakes 1994; Proakis 1995].

A = A · α (11)

In all techniques that adapt a radio parameter to channel variations, an es-
timate of the current channel condition is needed [Balachandran et al. 1999;
Lettieri et al. 1999]. This is obtained through channel estimation, which is up-
dated regularly. The update rate fupdate is chosen such that the channel remains
approximately constant between updates, yet the overhead of the estimation
process is limited. In addition, predictive compensation techniques can be ap-
plied [Thoen et al. 2000]. Although deciding the appropriate update rate, as a
compromise between overhead and performance degradation, is an important
issue, a detailed study falls outside the scope of this paper.

In the previous section, DMS turned into a scheduling problem because of the
interaction between multiple streams. Here, we only have one stream, but the
presence of a time-varying channel again makes the choice of the best value
of b a scheduling issue. The current decision critically depends on how good
or bad the channel will be, that is, whether it is more energy efficient to send
now or later. However, in the specific scenario we consider here, namely that the
location of the average throughput is the only additional constraint, the problem
can be greatly simplified. In Schurgers and Srivastava [2002], we prove that
there exists a set of thresholds di that directly link the current channel condition
to the optimal choice of b. Equation (12) presents a direct generalization of the
results presented in Schurgers and Srivastava [2002]. It is not valid for very
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high values of CE/CS , but holds the ones chosen here [Schurgers 2002]. We
refer to the resulting energy-efficient DMS packet-scheduling policy as “loading
in time,” as it was inspired by adaptive bit-loading techniques for a class of
radio systems called multicarrier systems [Chow et al. 1995; Hughes-Hartogs
1987]. Note that only those values of b are assigned that did not result from
the interpolation of Section 3.2. The reason why they are not included in the
optimal assignment is that the energy versus delay curve is no longer strictly
convex there [Schurgers 2002]. 0 ≤ α < d1 ⇒ b = 0

di ≤ α < di+1 ⇒ b = bmin + (i − 1), i = 1..(K − 1)
dK ≤ α <∞ ⇒ b = bmax

K = 1+ bmax − bmin. (12)

Furthermore, the thresholds di are mutually related according to (13) and
(14) [Schurgers 2002]. The fact that both transmit and electronics power are
zero when b = 0 is taken into account here.

di = max[θ · 2i−1, d1] i = 2..K (13)

θ = bmin ·
[

2bmin − 1
d1

+ CE

CS

]−1

· 2bmin−1. (14)

There is only one independent parameter left, which can be solved from the
constraint on the desired average data rate bav, expressed in average number of
bits per symbol. This constraint can be written as (15), where G(x) is defined in
(16) [Schurgers and Srivastava 2002]. Here, F (x) is the cumulative distribution
function of the gain factors α.

bav = bi · G(d1)+
K∑

i=2

G(di) (15)

G(x) = 1− F (x). (16)

The thresholds thus only depend on the statistics of the wireless channel,
which can be estimated online. We no longer have to know the exact behav-
ior of the channel over time to achieve the energy-optimal scheduling policy.
Figure 5 shows the simulated performance of this radio power management
scheme versus the average throughput constraint. As before, we used the val-
ues of Tables II and III. The channel exhibits the correlated Rayleigh fading,
such that G(x) is given by (17). This corresponds to the case where there is
no line-of-sight path between sender and receiver, which is the predominant
model used in literature [Proakis 1995]. The time correlation of the channel is
characterized by a Doppler rate of 50 Hz, and simulated as proposed in Jakes
[1994].

G(x) = exp(−x) (17)

We selected an update rate fupdate of 1 kHz for channel estimation, the over-
head of which is included in the reported simulation results. The maximum
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Fig. 5. Energy versus average bit rate for time-varying channel (Rayleigh fading).

possible transmit power is 1 W. Curve 1 in Figure 5 plots the behavior of the
“loading in time” scheduling policy that we described in this section. It is supe-
rior to scaling with “constant b” (curve 2), where the modulation is uniformly
slowed down based on the average throughput, but channel variations are
not taken into account. The difference between curves 2 and 3, which shows
the same uniform scaling in a nontime-varying channel, illustrates the per-
formance degradation associated with channel variations. Beyond bmin = 2
bits/symbol, we resort to shutdown, and both these curves flatten out, which
is as expected from our discussion in Section 3.2. However, curve 1 keeps
on decreasing when lowering bav, and can even outperform scaling in a non-
time-varying channel (curve 3). The reason is that we still use shutdown, but
only the very best time intervals (with α > 1) are selected to send informa-
tion. For curve 2, the shutdown was periodic, without taking the channel into
account.

Finally, we also compare the performance to a scheme that is not energy-
aware, but tries to achieve a “maximum throughput” possible. In this case, b is
adapted to yield its maximum value without violating the maximum transmit
power [Balachandran et al. 1999; Ue et al. 1998; Webb and Steele 1995]. As this
is only based on the current channel condition, scheduling issues never arise.
The benefits of energy-awareness, where a reduced throughput requirement is
leveraged to yield energy savings, are again substantial.

5. CONCLUSIONS

Energy efficiency is gaining importance as a system design consideration, es-
pecially in portable communication devices. Radio-level power management
based on shutdown simply turns off the radio when it is not used. However,
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scaling-based techniques have the potential to be vastly superior in terms
of energy savings, but necessitate more intricate power management. Packet
scheduling has to be rethought to include energy-awareness, similar to the way
voltage scaling prompted the search for energy-aware task scheduling. Numer-
ous wireless packet scheduling techniques exist, which are all candidates to
make it into an energy-aware version.

In this paper, we focused on dynamic modulation scaling, DMS, as just one
of the possible radio control knobs that can be used for scaling. Even in the
elementary scenarios we considered here, it illustrates the intricacies and chal-
lenges of energy-aware packet scheduling. These will be compounded when
stringent delay/throughput constraints have to be satisfied in the presence of
a time-varying wireless channel, which is inherently stochastic in nature. It
is expected that resulting policies will not be able to guarantee service, but be
characterized by reliability bounds, where the tightness of the bounds can be
traded off for energy savings. Radio power management therefore has to take
both traffic and channel aspects into account simultaneously. Other research
challenges that remain are enhancing these strategies to also handle multiple
devices on a shared channel. This likely requires a distributed manipulation
of the radio control knobs, by incorporating it in the medium access control
layer.

The resulting radio power management eventually has to be integrated into
a system-wide solution, where energy and latency can be traded off across the
computation–communication subsystem boundaries. The overall vision is thus
a coordinated power management, intermixing both task and packet scheduling
policies in a networked system. Furthermore, these ideas, while presented here
in the context of radios, are potentially generalizable to wired communications
as well, which may offer other control knobs for power-speed scaling.
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