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Abstract— Several reputation systems have been proposed for
mobile ad-hoc networks in order to stimulate cooperation among
mobile nodes. However, whether or not the mobile nodes will
agree on the reputation of other nodes is not studied. In this
paper, we present a formal specification and analysis of a general
class of mechanisms to locally update the reputation of mobile
nodes. Given an initial assessment of the reputation of other
mobile nodes, we formally show that under mild conditions, the
mobile nodes will achieve reputation agreement. Our analysis
captures reputation propagation using graph connectivity and
makes use of a recent theoretical result [1]. We also evaluate the
convergence speed of two reputation propagation mechanisms
through simulations. Our simulations show that the speed of
reputation propagation is an important factor for the convergence
speed of reputation agreement.

I. INTRODUCTION

In recent years, mobile ad-hoc networks have received
much attention due to their potential applications and the
proliferation of mobile devices [2], [3]. Specifically, mobile
ad-hoc networks refer to wireless multi-hop networks formed
by a set of mobile nodes without relying on a preexisting
infrastructure. In order to make an ad-hoc network functional,
the nodes are assumed to follow a self-organizing protocol, and
the intermediate nodes are expected to relay messages between
two distant nodes. Recent evaluations have shown that ad-hoc
networks not only are flexible and robust, but also can have
good performance in terms of throughput, delay and power
efficiency [4].

So far, applications of mobile ad-hoc networks have been
envisioned mainly for emergency and military situations. In
such applications, all of the nodes in the network belong to
a single authority and therefore have a common objective.
As a result, cooperation among the nodes can be assumed.
However, as observed by several authors [5], [6], [7], [8],
[9], [10], [11], it may soon be possible to deploy ad-hoc
networks for civilian applications as well. In such emerging
civilian applications, the nodes typically do not belong to a
single authority. Consequently, cooperation behaviors such as
forwarding each other’s messages cannot be directly assumed.

One possibility to stimulate cooperation is to use credit
(or virtual currency). Buttyan and Hubaux proposed a nice
solution of this type in [6], and then presented an improved
result based on credit counters in [7]. For both proposals, a
node receives one unit of credit for forwarding a message
of another node, and such credits are deducted from the
sender (or the destination). One potential drawback of these

two approaches, however, is that they require a tamper-proof
hardware at each node so that the correct amount of credit
is added or deducted from the node. As a result of this
requirement, although both proposals are interesting, they may
not find wide-spread acceptance. In [12], applying game-
theoretic design, we proposed Sprite, a simple, cheat-proof,
credit-based system for mobile ad-hoc networks with selfish
nodes. One feature of this system is that it does not need any
tamper-proof hardware at any node. One potential limitation
of this approach, however, is that it requires a credit clearance
system; therefore, the system may not be applicable in some
scenarios.

Another possibility to stimulate cooperation is to use a
reputation system [5], [8], [9], [11], [13]. For example, in [5],
Marti et al. proposed a reputation system for ad-hoc networks.
In their system, a node monitors the transmission of a neighbor
to make sure that the neighbor forwards others’ traffic. If
the neighbor does not forward others’ traffic, it is considered
as uncooperative, and this uncooperative reputation is propa-
gated throughout the network. In [8], [9], Buchegger and Le
Boudec proposed and evaluated their CONFIDENT protocol,
which detects and isolates misbehaving nodes. In [11], [13],
Michiardi and Molva specified a mechanism to maintain the
reputation of mobile nodes. Although empirical evaluations
have shown that the above systems can identify misbehaving
nodes and improve the performance of an ad-hoc network,
one important missing component is a formal analysis of the
properties of the reputation systems.

The major objective of this paper, therefore, is a first attempt
to formally analyze the properties of the mechanisms that
mobile nodes use to update and agree on the reputation of
other mobile nodes. In general, mobile nodes will evaluate
the reputation of other nodes through both direct observations
and reputation propagation among the nodes. As a first step,
the focus of this paper is on reputation propagation, which is
one of the key components; the investigation of both direct
observations and reputation propagation will be presented in
another paper under preparation.

Specifically, the problem we study in this paper is the
following: given an initial assessment of the reputation of other
mobile nodes, can the mobile nodes agree on the reputation
of other mobile nodes using only local propagation, without
any special nodes?

For a general class of mechanisms, where two mobile nodes
exchange their states when they become neighbors and then
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each updates its state as a weighted average of the received
state and its own state, we show that the mobile nodes can
agree on the reputation of other nodes, if the reputation can
propagate throughout the network often enough. Our analysis
captures reputation propagation as graph connectivity and
uses a recent nice theoretical result by Jadbabaie, Lin, and
Morse [1]. As far as we know, this is the first formal approach
to evaluate the properties of reputation propagation.

We also use simulations to investigate the convergence
speed of two reputation propagation mechanisms. Our sim-
ulations show that the speed of reputation propagation is
an important factor for the convergence speed of reputation
agreement. Generally, the higher the propagation speed, the
faster the convergence.

The rest of this paper is organized as follows. In Section II,
we discuss related work. In Section III, we model reputation
propagation as graph connectivities and prove properties. In
Section IV, we present simulation evaluations. Our conclusion
and future work are in Section V.

II. RELATED WORK

Two classes of work are closely related to this paper:
previous proposals of reputation systems, and previous studies
on the emerging behavior of dynamics systems.

A. Reputation systems

Reputation systems are proposed as a mechanism to deal
with misbehaving mobile nodes. For an overview on how to
deal with uncooperative nodes, we refer the readers to [10]. So
far, three reputation systems have been proposed. In [5], Marti
et al. considered uncooperative nodes in general, including
selfish and malicious nodes. In order to cope with this problem,
they proposed two tools: a watchdog, which identifies misbe-
having nodes, and a pathrater, which selects routes that avoid
the identified nodes. Their simulations showed that by using
these two tools, their system can maintain the total throughput
of an ad hoc network at an acceptable level even with a large
percentage of misbehaving nodes. As part of the Terminodes
project [14], [15], [8], [9], Buchegger and Le Boudec proposed
and evaluated their CONFIDENT protocol, which detects and
isolates misbehaving nodes. In [11], [13], Michiardi and Molva
specified their reputation system. They considered several
functions such as routing and packet forwarding.

Some distributed trust management systems can also be
considered as general reputation propagation systems [16]. For
example, in PGP [17], the trust level (a.k.a. reputation) of a
public key will depend on the trust levels of the other keys
that sign the key.

Reputation systems have also been proposed in other con-
texts, e.g., [18], [19], [20]. For example, Zacharia et al. [18],
[19] considered reputation systems in the context of on-line
communities. However, as we discussed in Section I, although
there are some studies on the reputation systems using game
theory (e.g., [11], [20]), these previous approaches do not
formally analyze the convergence properties of their systems.

B. Emerging behavior of dynamic systems

Emerging behavior such as motion coordination of dynamic
systems is an active research area. The formalization and proof
techniques of this paper are from [1], which is inspired by [21],
in the context of distributed motion coordination. The solution
techniques of [1] is based on previous well-known results [22]
in non-negative matrices [23].

III. MODELING REPUTATION PROPAGATION

Formally, we consider whether or not mobile nodes will
agree on the reputation of other nodes, given their initial
assessment of others’ reputation, using local update rules. We
call this problem the reputation agreement problem (RAP).

A. Model of reputation propagation

We assume that there is a total of n mobile nodes. Each
node has an assessment of the reputation of another node.
Note that it is straightforward to extend this paper to the case
where each node has an assessment of the reputation of just
a subset or even a different set of other nodes.

We assume that each node i uses a number to represent the
reputation of another node. For example, the reputation may
represent the cooperative level of the node. Node i can use the
value of the reputation of a node to make its local decisions.
For example, node i may only forward packets for a node
with a reputation that is higher than a threshold; or node i
may forward the packets of a node with a probability, where
the forwarding probability is proportional to the reputation
of the source. Since our objective is to study whether or not
the nodes will achieve reputation agreement, in this paper, we
consider the general framework and do not specify the exact
meaning of the value of reputation.

To model reputation propagation, we adopt a discrete time
model.1 Let rji(t) denote the current reputation of node j at
node i at time t. To avoid self loop, we ignore rii, namely
the reputation of node i at itself. Therefore, the local state
of node i at time t will be the n − 1 dimension vector
[r1,i(t), . . . , ri−1,i(t), ri+1,i(t), . . . , rni(t)].

When mobile nodes i and j become close enough and there-
fore can communicate with each other, if node i trusts node j,
it will send its state vector to node j. We call j a neighbor of
i. In terms of implementation, node i can broadcast its state
vector; therefore any node in its neighborhood can receive the
vector. Privacy can be achieved by using a secure multicast
scheme among those nodes who would share states with node
i [24], [25]. Node i can also unicast the state vector to node
j, using their individual secret channel. One advantage of the
unicast scheme is that node i does not need to send to j its
value of rji, which is the reputation of j at i.

Let Ni(t) denote the neighbors of node i at time t. For ease
of notation, assume that i ∈ Ni(t). Consider a general class of
distributed rules where node i updates rji(t + 1), namely the

1For techniques to map from a continuous system to discrete model, see
[1].
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new reputation of node j at node i, as a weighted sum of its
own and its neighbors’ states about j. Specifically, we have:

rji(t + 1) =
∑

k∈Ni(t)

wj,ik(t)rjk(t), (1)

where wj,ik(t) > 0 is the weight that node i gives to node k
for its input on node j, if k ∈ Ni(t). Note that for generality,
wj,ik(t) can depend on both the state of and the inputs to
node i. For consistency of notation, we let wj,ik(t) = 0, if
k �∈ Ni(t).

The model above is very general and allow for many
possibilities. We consider three examples.

Example 1: Assume that node i receives the state vector of
node k. Then node i can update the reputation of j, where
j �= i or k. Node i updates the reputation of j as the average
of the reputation of j at k and that at itself. For this example,
we have that wj,ii = wj,ik = 1

2 , and 0 otherwise.

Example 2: Assume that node i has more memory and
saves the state vectors received during a fixed time period.
Then node i updates its state about j as the average of its
own and those received from others. Suppose node i receives
reputation about j from nij(t) other nodes, we have that
wj,ik = 1

nij(t)+1 , where k is equal to i or is one of the nij(t)
neighbors that send i the reputation of j during the period.

Example 3: Extending Example 2 above, we can assume
that node i saves the state vectors received during a fixed time
period. When calculating its new state vector, node i can give
the neighbor that has a higher reputation a higher weight. In
particular, the state vector of neighbor k may have a relative
weight that is proportional to rki(t). That is, if neighbor k has
a higher reputation at node i, its state vector will be weighted
higher in node i’s update. It is obvious that this update rule is
more robust to selfish and malicious nodes.

Let rj(t) denote the column vector that is the reputation of
node j at the other n − 1 nodes:

rj(t) �





rj,1(t)
...

rj,j−1(t)
rj,j+1(t)

...
rj,n(t)





.

Let wj(t) denote the weight matrix that others use to calculate
the new reputation of j at time t. We have

wj(t) �





wj,11 · · · wj,1k · · · wj,1n

...
wj,i1 · · · wj,ik · · · wj,in

...
wj,n1 · · · wj,nk · · · wj,nn




.

Writing in matrix form for how the nodes update the
reputation of node j at the other nodes, we have

rj(t + 1) = wj(t)rj(t). (2)

Writing in matrix format for all nodes, we have

r(t) �





r1(t)
...

rj(t)
...

rn(t)




,

and

w(t) �





w1(t) · · · 0 · · · 0
...
0 · · · wj(t) · · · 0
...
0 · · · 0 · · · wn(t)




,

where 0 is an (n − 1) × (n − 1) matrix with 0 at all entries.
Given the above definitions, we can write the global system

update as
r(t + 1) = w(t)r(t). (3)

B. Reputation agreement

In order for the nodes to agree on the reputation of a node,
we need to investigate the convergence of the global state
vector. Specifically, we need to investigate whether or not the
matrix product w(t)w(t − 1) · · ·w(0) will converge.

Since the global update in Equation (3) can be decomposed
as local update for each node as in Equation (2), in the sequel
we only consider the convergence of the reputation of a given
node j.

Formally, we need to verify whether or not

lim
t→∞

rj(t) = rss
j 1, (4)

where rss
j is a number (the converged reputation of node j

at the other nodes), and 1 is the all 1 vector [1, 1, · · · , 1]′ of
n−1 dimensions. In words, we need to investigate whether or
not node j has the same reputation value at all other nodes.

Obviously, whether or not the nodes can achieve reputation
agreement will depend on how each node updates its state and
how states are propagated among the nodes.

We first consider how each node updates its state. From
Equation (2), such update is captured by the relative weights.
In this paper, we assume that

∑n
k=1 wj,ik(t) = 1. Oth-

erwise, if
∑n

k=1 wj,ik(t) > 1, the system will diverge to
infinity; if

∑n
k=1 wj,ik(t) < 1, the system will goto 0. Since∑n

k=1 wj,ik(t) = 1, the matrix wj(t) is called a stochastic
matrix [26]. We also assume that each node i will always give
its own entry a positive weight, i.e., wj,ii > 0 for any j. This
requirement is intuitive. Furthermore, since wj,ii > 0 for any
j, the diagonal entries of the stochastic matrix wj(t) are all
positive, and therefore the matrix is aperiodic [27].

We next consider how reputation is propagated among the
nodes. To model reputation propagation, we adopt a graph-
theoretic approach.

Let Gj(t) denote the directed graph representing informa-
tion flow about node j at time t. The nodes of this graph are
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Fig. 1. Illustration of propagation graphs and super graphs.

the n mobile nodes. If node i uses the state of node k at time t
to update its state about node j, we have a directed edge from
node k to node i in graph Gj(t), indicating that information
flows from node k to node i.

Let Gj(t1, t2) denote the super graph which is the union
of graphs from Gj(t1) to Gj(t2), where t1 < t2. We say
that Gj(t1, t2) is strongly connected if there is a path from
any node i to another node k. Figure 1 illustrates graphs and
super graphs with an example.

Given the above formulation, we can prove the following
theorem:

Theorem 1 (Reputation Agreement): Assume that there is
finite number of possible values for each entry of wj, which
can be achieved by quantization. If for any t1, there is t2 ≥ t1
so that the super graph Gj(t1, t2) is strongly connected, then
the system converges, i.e.,

lim
t→∞

rj(t) = rss
j 1.

The proof of Theorem 1 can be derived as that in [1], which
is in the context of emerging behavior. The proof utilizes the
following classic result by Wolfowitz [22].

Theorem 2 (Wolfowitz): Let M1,M2, . . . ,Mm be a finite
set of ergodic matrices with the property that for each sequence
Mi1 ,Mi2 , . . . ,Mij

of positive length, the matrix product
Mij

Mij−1 · · · Mi1 is ergodic. Then for each infinite sequence
Mi1 ,Mi2 , . . ., there exists a row vector c such that

lim
j→∞

Mij
Mij−1 · · · Mi1 = 1c.

Intuitively, the condition of Theorem 1 is that if the states
of the nodes are propagated to other nodes often enough, the
nodes will achieve reputation agreement. The requirement for
strong connectivity for a directed graph is intuitive because
all of the nodes need to share information in order to achieve
agreement. Furthermore, since each node will use its own state

in its local update, the system will not be periodical. As a
result, the reputation will spread out to all of the nodes.

IV. SIMULATION EVALUATIONS

We have proved that the nodes will agree on the reputation
of other nodes. In this section, we evaluate the convergence
speed through simulations.

In all our simulations, the nodes are in an area of 400 by 400
units. The radius of communication neighborhood is 30 units.
As for movement, a node randomly chooses a destination
and moves in a straight line toward it at a speed uniformly
distributed between 0 and some maximum speed. This is called
the random waypoint model. We limit the maximum speed of
a node to 2 units/second. During the movement of a node, if
it moves into the communication range of another node, the
two nodes may exchange state if they trust each other.

In our simulations, the initial assessments of a node about
the reputation of other nodes are uniformly chosen from [0, 1].
To measure the convergence of reputation about a node j, we
define

vj(t) =
∑

i �=j

(rji(t) − mj(t))2,

where mj(t) is the average reputation of node j at time t, i.e.,

mj(t) =
1

n − 1

∑

i �=j

(rji(t)).

Note that vj(t) = 0 when node j has the same reputation at
all the other nodes.

We first evaluate the convergence speed when the nodes use
the rule of Example 1. Note that this is a very simple model
and nodes do not need any memory.

Figure 2 shows the result. The x-axis of Figure 2 is time
and the y-axis is the value of v at time t. We observe that
regardless of the number of nodes, the system converges.
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Fig. 2. Convergence of reputation when nodes use the rule in Example 1.

One further interesting observation is that although more
nodes (i.e., higher n) increase diversity at the beginning,
as indicated by the high value of v at the beginning, the
convergence of a network with more nodes is actually much
faster. To understand the phenomenon, we can estimate the
connectivity of the propagation graphs. Since each node has a
coverage area of 2800 (= 3.14 ∗ 30 ∗ 30) square units and the
total area of the system is 160, 000 square units, when there are
20 nodes, if we assume that the nodes are randomly distributed
in the area, there are about 0.35 nodes within the radius of each
node; thus, the graph is not likely to be connected. When there
are 50 nodes, there are about 0.88 nodes within the radius of
each node; thus the connectivity of the graph increases. With
100 nodes, there are about 1.7 nodes within the radius of each
node, and the graph is highly likely to be connected. In other
words, although more nodes bring in more opinions, since the
network are much more connected, the convergence is much
faster. In fact, this phenomenon is similar to the question of
connectivity in the context of wireless capacity [28], [29].
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Fig. 3. Convergence of reputation when nodes use the rule in Example 2.

We next evaluate the convergence speed when the nodes
use the rule as we discussed in Example 2. Note that in this
case the nodes will keep track of received states and then do
a batch update periodically.

Figure 3 shows the result. In this figure, each node will
hold the received states for 10 seconds. Similar to Figure 2,
we observe that regardless of the number of nodes, the system
converges. Again, as the number of nodes increases, the

convergence is faster.
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Fig. 4. Comparison of convergence speed when nodes use the rule in Example
1 and that in Example 2.

Figure 4 plots the results of previous two figures. We ob-
serve that although the rule in Example 2 uses more memory,
it actually converges slower. This result may be somewhat
counter intuitive at the beginning. The key to an understanding
of this phenomenon is that by holding the update, the rule
of Example 2 slows down the propagation of reputation and
therefore slows down the system. In other words, the rule in
Example 1 uses an update rule that is of the Gauss-Seidel type,
and therefore can have a faster convergence speed [30].

V. CONCLUSION AND FUTURE WORK

In this paper, we showed that if reputation propagates among
mobile nodes often enough and the nodes always use their own
states as part of system update, the mobile nodes will achieve
reputation agreement through local reputation propagation,
given an initial assessment of the reputation of other mobile
nodes. Using the result of [1], our analysis models local
updates as matrix operation and uses graph connectivity to
model reputation propagation. Our simulations show that the
speed of reputation propagation is an important factor for
the convergence speed of reputation agreement. Generally, the
higher the propagation speed, the faster the convergence.

We are currently extending the work in several directions.
First, in this paper, for the proofs of convergence, we assume
that the mobile nodes will send its state vector to other nodes
truthfully. When a mobile node is malicious, the problem
becomes the Byzantine Agreement Problem (e.g., see [31],
[32]), which has already been extensively studied in distributed
computing. Our initial assessment shows that update rules such
as those in Example 3 can also resist malicious attacks; we
leave detailed security analysis as a future work.

Second, we will allow a node to update the reputation of a
node through both reputation propagation and direct observa-
tions. Our preliminary results show that under a general class
of update mechanisms, the reputation of a node can converge
to its inherent property. The results of this investigation will
be reported in a separate paper under preparation.

Third, although the reputation update mechanisms consid-
ered in this paper is already very general, what it provides
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is only a sufficient condition. A necessary condition for con-
vergence will be an interesting problem and we are currently
investigating the issue.

Fourth, we are also considering to extend this analysis
to other contexts where reputation agreement plays a role.
For example, an interesting scenario will be the propagation
of reputation in academia, where each researcher learns the
reputation of another researcher.
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