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QoS Aware Adaptive Resource Allocation
Techniques for Fair Scheduling in OFDMA Based
Broadband Wireless Access Systems

Mustafa Ergen, Sinem Coleri, and Pravin Varaiya

Abstract—A system based on orthogonal frequency division Improved and flexible multiple access methods are needed to
multiple access (OFDMA) has been developed to deliver mobile cope with these impairments. Orthogonal Frequency Division
br_oadband_ data service at data rates comparable to those_of Multiple Access (OFDMA) is a promising multiple access
wired services, such as DSL and cable modems. We consider . .
the resource allocation problem of assigning a set of subcarriers Scheme that has attracted interest. OFDMA is based on OFDM
and determining the number of bits to be transmitted for each and inherits its immunity to inter-symbol interference and
subcarrier in OFDMA systems. We compare simplicity, fairess frequency selective fading [6], [7].
a”goeft‘?rﬂgl”gly ;fm?r‘:]rs?(')?c\’/gtrhm V\\I/ig;ug]seo?gtei:galsa?e(jagr?]zcr)sggr Achieving high transmission rates depends on the ability of
su ) ; - )
of usgrs and t%tal power congtra%nt. The resultsyshzw that perfor- BWA system to PrOV'de efficient and flexible resou.rce alloca-
mance of our approach is appealing and can be close to optimal.  tion. Recent studies [2], [8]-[13] on resource allocation demon-

We also consider another resource allocation scheme in which strate that significant performance gains can be obtained if fre-
there is no fixed QoS requirements per symbol but capacity is max- quency hopping and adaptive modulation are used in subcarrier
imized. allocation, assuming knowledge of the channel gain in the trans-

Index Terms—Adaptive modulation, broadband wireless net- mitter. The frequency hopping strategy resembles the interfer-
vv_orks,_ fair scheduling, IEEE 802.16, multiple access, multiuser ence cancellation of CDMA [14].
d;lverS'Fyy multiuser OFDM, OFDMA, power control, resource In multiuser environment, a good resource allocation scheme
allocation. leverages multiuser diversity and channel fading [15]. It was

shown in [16] that the optimal solution is to schedule the user
|. INTRODUCTION with the best channel at each time. Although in this case, the en-

. tire bandwidth is used by the scheduled user, this idea can also
ROADBAND WIRELESS ACCESS (BWA) is an ap be applied to OFDMA system, where the channel is shared by

_pealmg s_ystem for providing ﬂeX|_bIe and easy deployme_%e users, each owing a mutually disjoint set of subcarriers, by
solution to high-speed communications. It is an alternative ; . "
to wireline broadband techni h Ischedullng the subcarrier to a user with the best channel among
0 W'.rel mebl roa Dglr_] a(c:jcessbl ec nélques 1SUC 5 asv_cqpper_ BtRers. Of course, the procedure is not simple since the best sub-
coaxial caole, X and cable mo em_[ ] [2]. ISIONANEE, rier of the user may also be the best subcarrier of another
predict a big market_ because of its distributed 'nSta”at'%rEerwho may not have any other good subcarriers. The overall
and semi ad hoc routing protocol that reduces the need for §feqv is to use the peaks of the channel resulting from channel
infrastructure [3], [4]. o _ fading. Unlike in the traditional view where the channel fading
Vector  Orthogonal Frequency Division  Multiplexingjs considered to be an impairment, here it acts as a channel ran-
(VOFDM) is consndergd as a base setting for BWA systemg mizer and increases multiuser diversity [15].
by the Broadband Wireless Internet Forum (BWIF), one of The resource allocation problem has been recently considered
the programs of the IEEE Industry Standards and Technologymany studies. Almost all of them define the problem as a real
Organization (IEEE-ISTO) [1]. Some vendors offer BWAime resource allocation problem in which Quality of Service
system with existing wireless LAN technologies such 3)o0S) requirements are fixed by the application. QoS require-
IEEE802.11(a, b) and IEEE 802.16 group aims to unify th@ent is defined as achieving a specified data transmission rate
BWA solutions [5] 802.16 group issued standards in the 10-@@d bit error rate (BER) of each user in each transmission. In
GHz bands and IEEE802.16a group was formed to develgfis regard, the problem differs from the water-pouring schemes
standards to operate in the 2-11 GHz bands in which chanaglerein the aim is to achieve Shannon capacity under the power
impairments, multipath fading and path loss become mogenstraint [8].
significant with the increase in the number of subscribers. We introduce an iterative multiuser bit and power allocation
scheme so that the QoS requirements of users are fulfilled. Our
. . _ objective is to minimize the total transmit power by allocating
Manuscript received February 24, 2003; revised August 6, 2003. Researc . toth d then to det ine th b f bit
supported by a grant from National Semiconductor. su carrlers 0 the users an . ento _e ermine e num e.r 0 - IS
The authors are with the Department of Electrical Engineering and Coffansmitted on each subcarrier. Variable transmittable bits (i.e
puter Science, University of California at Berkeley, Berkley, CA USA (e-mailydaptive modulation) was considered in [8], [9]. Our scheme is
ergen@eecs.berkeley.edu; csinem@eecs.berkeley.edu; varaiya@eecs.berkeley. . . . . ’ L L
edu). simple and sufficiently fair to meet real time applications criteria
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Fig. 1. Orthogonal frequency division multiple access system.
the channel changes and a fair scheme is needed to treat eeithn = —L,..., N — 1, wherel(n) denotes the subcarrier
user. assigned to thé&'" user. Resource allocation problem comes

We also consider a continuous allocation scheme where th& the picture when associating the set of subcarriers to the
allocator uses the previous channel information per user for theers with different bits loaded into them. The received signal
current allocation. We try to extend the point-to-point versiofiom the j** user is
of proportional fair scheduling (as in [15]) to a point-to-multi-
point version. In this scheme there is no fixed requirements per y;i(1) = z(1) Q) hi (1) + w(l), (2)
symbol, the aim is to maximize capacity. ) )

In Section Il we give the main features of an OFDMA systerffyere/;(t) is the baseband impulse response of the channel
and state the resource allocation problem. In Section 11l we dRRgtween base station (BS) agid user. Equation (2) is the re-
cuss about optimal solution. In Section IV we review the pré:8ived signal(¢) sampled at raté/T'. The firstZ, samples are
posed suboptimal solutions. In Section V we introduce our réiscarded and th&/-point FFT is computed. The data of thié
source allocation scheme. In Section VI we briefly introduce aHS€" 1S
other resource al_location solution which aims to maximize th_eY [ X,;(n)H; (ij(n)) + W(n), ifij(n)€S,
capacity. In Section VII we present the performance analysis*i (n) = {07 otherwise,
of our system compared to optimal and proposed suboptimal
schemes. In Section VIII we conclude the paper. where H;(n) := >, hj(i)exp(j2(m/N)ni) is the frequency

response of the channel bf* user.
ll. ORTHOGONAL FREQUENCY DIVISION MULTIPLE ACCESS In a perfectly synchronized system, the allocation module
(OFDMA) of the transmitter assigns subcarriers to each user according to
) ) : some QoS criteria. QoS metrics in the system are rate and bit

This section outlines the OFDMA system and states the fgqqr rate (BER). Each user’s bit stream is transmitted using the
source allocation problem. Unlike in an OFDM system [6], ,ssigned subcarriers and adaptively modulated for the number
users are involved in the OFDMA system to shafesubcar- s pits assigned to the subcarrier. The power level of the mod-
riers. The difference arises in the forming and an deforming gfation is adjusted to overcome the fading of the channel. The
FFT block. The rest is the same as an OFDM system as seefiihsmission power for AWGN channel can be predicted. In ad-
Fig. 1. Each user allocates nonoverlapping set of subcarfiiersition the channel gain of subcarrieto the corresponding user

where the number of subcarriers per usef() following the ;. 55,14 be known. The channel gain of the subcarrier is defined
notation in [17]. We denote by} (/) the*" subcarrier of the as

FFT block belonging td:*" user.X,(I) is obtained by coding

the assigned bits with the corresponding modulation scheme. g = Hy(n) x PLy, (4)
In the downlink theX({) are multiplexed to form the OFDM

symbot of length(N + L) with the appended guard prefix wherePL is the path loss, defined by

in order to eliminate ISI. At the uplink, the OFDM symbol is

®)

formed in the base station with a synchronization error. PL; = PL(d,) + 10alog;, (j_k> +X,,
= i J(k)_lX P2 (L () 1 whered, is the reference distancé, is the distance between
a(l) = kZ_O Z:O k(n)e’ ’ @ transmitter and received is the path loss component and,

is a Gaussian random variable for shadowing with a standard
deviationo [10]. An example of channel gain can be seen in
1A OFDMA symbol is defined as one OFDM FFT block. Fig. 2.
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usingaivn as in [8], [9], [12], we adopted using; ,, from [10]
since in this case modulation type aB& R get involved in the
decision process.

I1l. OPTIMAL SOLUTION

In a multiuser environment with multiple modulation
techniques, the solution to the problem is complicated
since the optimal solution needs to pick the subcarriers
in balance. We can classify the problem according to
each set of bits assigned to a subcarrier. For a user

boundary

of the cel ” suboarriers fk(ckm) € {fk(l, BERk), e I (M BERk)} We can
constructM times[K x N| power matriceq P¢} for eachc.

users 7o For a constant, { f(¢)} can be computed and the transmission

Base Staion power requirement can be found with (5). The dimension of

the indicator function is incremented and representeglby.

Fig. 2.  An example of channel gain. .
9 P 9 and defined as follows [9]:

The problem above is called resource allocation in the 1, ifcen=c
OFDMA literature. The channel information is assumed to be Tk, = {07 othefwise @)
known at transmitter and receiver [2], [8]-[13]. The channel is
assumed to be reciprocal; BS is able to estimate the channel of he above problem can be solved with Integer Programming
all BS-to-mobile links based on the received uplink transmiélP)- We refer to the IP approach as the optimal solution to the
sion as long as the channel variation is slow [11]. As a resulgsource allocation problem. As stated in [9], the non linear ap-
the resource allocation should be done within the cohererf@@ximation in [8], [13] requires more computation than the IP.
time [8]. There areK x N x M indicator variables and/ power ma-
With the channel information, the objective of resource affices where the entries of each matrix for a givexan be found
location problem can be defined as maximizing the throughrflﬁ@m

subject to a given total power constraint regarding the user’s . fr(c, BERy)
QoS requirements. As we clarify furthdB £ R, of the trans- P = a? : (8)
mission should not be higher than the requiféd R, and data "
rate of every user should be equal to the requirenignt Using (8) as an input, the cost function now can be written as
Let's definev; ,, as the indicator of allocating thet” sub- X N M
carrier to thek'” user. The transmission power allocated to the '
) . Pr= P n.e 9
n*" subcarrier of'" user is expressed as r kz_:“; ; kn Vhim, ©)
P, = M, (5) and the description of the IP problem is
7 ak.n
i ) o ) ) _ min Pr, for vy, € {0,1} (10)
where fi(cx,n) is the required received power with unity Vio,m e ’

channel gain for reliable reception of ,, bits per symbol [9]. subject to
We can formulate the resource allocation problem with an
imposed power constraint as N M

N Ry = Z ZC'%:"@ for all k,

maXe, .. vi.n Ry = Z Ck.nVk,n for all k& et
n=1 and
K N K M
subject toPr = Z Z 0< ZZ%”C < 1, for alln.
k=1n=1 k=1 c=1
fr(cm, BERy,) . . ,
X ——5—Yn < Prvax (6) Although the optimal solution gives the exact results, from

Ye,n an implementation point of view, it is not preferred since in a
where the limit on the total transmission power is expressedtane varying channel, in order to allocate the subcarriers within
Prror foralln € {1,...,N}, k € {1,...,K} and¢, € the coherence time, the allocation algorithm should be fast and
{1,...,M}. the IP complexity increases exponentially with the number of
If there is no power constraint, (6) is changed in order to mironstraints. This real time requirement leads to searching sub-
imize Pr subject to allocating?, bits for allk (i.e problemisto optimal solutions that are fast and close to the optimal solu-
find the values of the,, ,, and the corresponding ,, while min-  tion. Several suboptimal allocation schemes are proposed for
imizing Pr) [8], [9], [12]. As it can be seen the cost function indifferent settings in the literature [8]-[12], [18]. Up to now sub-

our system is the power consumption matrix in (5). Rather thaptimal solutions differ in the modulation type. There are a few
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suboptimal schemes that use adaptive modulation, the restBsBit Loading Algorithm

sume fixed modulation, i.e. same number of bits are assigned terpq pit loading algorithm (BLA) appears after the subcar-
each subcarrier. We will describe current solutions and compajg ¢ are assigned to users that have at I&sbits assigned.

with our iterative solution. Bit loading procedure is as simple as incrementing bits of the
assigned subcarriers of the users uRtil < Py;,... Following
the notation of [8], [9], defind P, ,,(c) as the additional power

In most attempts to simplify the resource allocation problerngeded to increment one bit of th&" subcarrier o' user as
the problem is decomposed into two procedures: A subcarrfepresented in (13),
allocation with fixed modulation, and bit loading. Subcarrier
allocation with fixed modulation deals with od& matrix with AP (chn) = [f(ckn + 1) = flckn)] (13)

IV. SUBOPTIMAL SOLUTIONS

fixed ¢ and then by using bit loading scheme, the number of bits Xen

is incremented. . . . . . . .
The bit loading algorithm assigns one bit at a time with a greedy

A. Subcarrier Allocation approach to the subcarrigsirg ming ,, APy, (ck.n)}-

We know thatfy(z,y) is a convex function [8], [9]. We can
start with P}, and we can define new;. with Se RL<N L Algorithm
which can be obtained by decrementiRg properly. Then the Step 1) For all n, Set cin = 0, APpn(cin),
solution to this problem can be solved with Linear Program- and Pr = 0: ’ ’ ’

ming or Hungarian problem. Although the Hungarian algorithlgtep 2) Select 7 = arg min, APy, (0);

is proposed as an optimal solution for resource allocation wigh, 3) Set cxn = con + 1 and Pr = Pp +
a fixed modulation in [10], [12], we consider it as a suboptimal APy (cn SL "
solution for adaptive modulation. Step 4) Set AnPk (crn):

1) Linear Programming:Linear programming is investi- Step 5) Check Pr < Pyu.. and R, for Vk, if
gated in [9]. For comparison purposes, we briefly restate the not satisfied GOTO gfI'EP 2. ’

problem description, Step 6) Finish.
K N
Pr = min Z Z Pklmpkﬁ Pen € 10,1], (11)
k=1n=1 It is a simple algorithm. Bits on the subcarriers are incre-
subject to mented onE by one. If there_ is no power constraint, procedure
N runs for) ", _; Ry times. This algorithm enable us to convert
Z prm =Ry Ykel{l,... K} the fixed modulation schemes into adaptive modulation ones.

The Hungarian approach and LP approach with bit loading
K appear as two different suboptimal solutions to the resource allo-
Z prm =1 VYne{l,... N} cation with adaptive modulation. We use these schemes as a ref-
1 erence in our simulations and call them GreedyHungarian and
GreedyLP respectively in our simulations.

n=1

After linear programming, théK = N] allocation matrix has
entries ranging between 0 and 1. The entries are converted to
integers by selecting the higheB}, nonzero values fromV V. ITERATIVE SOLUTION

columns for eaclt and assigning them to thié" user. The GreedyLP and GreedyHungarian methods both first de-
2) Hungarian Algorithm: The problem described above caermine the subcarriers and then increment the number of bits
also be solved by an assignment method such as Hungariarb@lthem according to the rate requirements of users. This may
gorithm [19]. The Hungarian algorithm works with square mayot be a good schedule in some certain cases: For instance,
trices. Entries of the square matrix can be formed by adfting consider a user with only one good subcarrier and low rate re-
times the row of each. The problem formulation is as quirement. The best solution for that user is allocating its good
N N carrier with high number of bits. But if GreedyLP or Greedy-
Pr = minz Z Pklmpk,n Pen € {0,1} (12) Hungarian is used, user may have allocated more than one sub-

k=1n=1 carrier with lower number of bits and in some cases, its good
and the constraints become subcarrier is never selected. Consider another scenario where a
N user does not have any good subcarrier (i.e. it may have a bad
Z pen=1 Vn €{l,...,N} channel or be at the edge of the cell). In this case, rather than
n=1 pushing more bits and allocating less subcarriers as in GreedyLP
N and GreedyHungarian, the opposite strategy is preferred since
Z prm =1 Yk €{l,...,N} fewer bits in higher number of subcarriers give better result. An-
k=1 other difficulty arises in providing fairness. Since GreedyLP and

as stated in [12]. Although the Hungarian method has comp@reedyHungarian are based on greedy approach, the user in the
tation complexityO(n*) in the allocation problem with fixed worst condition usually suffers. In any event, these are complex
modulation, it may serve as a base for adaptive modulation. schemes and simpler schemes are needed to finish the allocation
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within the coherence time. To cope with these challenges, we - Horizontal Swapping Algorithm

troduce a simple, efficient and fair subcarrier allocation schemetnhe norizontal swapping algorithm (HSA) aims to smooth
with iterative improvement. the bit distribution of a user. When the subcarriers are dis-

Our scheme is composed of two modules named scheduliggteq, the bit weight per subcarrier can be adjusted to reduce
and imp_rovement_mc_JduIes. In the scheduling section, bits aﬁg,\,er_ One bit of a subcarrier may be shifted to the other
subcarriers are distributed to the users and passed to the ddmcarrier of the same user if there is a power reduction gain.
provement module where the allocation is improved iterativelyherefore, variation of the power allocation per subcarrier is
by bit swapping and subcarrier swapping algorithms. reduced and a smoother transmission is performed. HSA is

) ] ) described as follows;

A. Fair Scheduling Algorithm

We introduce a simple and mixed allocation scheme that con-;g Algorithm
siders fair allocation among users with adaptive modulation. Step 1) Set  Pe = oo
The allocation procedure starts with the highest level of mod- STEP1a: Fing (i, e} =
ulation scheme. In this way, it tries to find the best subcarrier of ' i 1T kiR )

) ) ) arg maxy n o(Pf ,,prn) < PcVe;

a user to allocate the highest number of bits. We can describe Step 2: Define n e 8., where (pem == 1}
the strategy by an analogy: “The best strategy to fill a case with ' for  Vn: ” n
stone, pebble and sand is as follows. First filling the case with ) ' _ o
the stones and then filling the gap left from the stones with peb- Step B.AS;t ( éﬁ) ~ Emgx’f APpalcia = 1) =
bles and in the same way, filling the gap left from pebbles with Step 4: Sek'tﬁ c’}J" _ 7;35 ok
sand. Since filling in opposite direction may leave the stones STE.P4a' if CA. >k'0ﬁ’ Set Pp=Pp—A,
or pebbles outside”. With this strategy more bits can be allo- STEP4b:  Set C’f e 1 e —e —T—l
cated and the scheme becomes immune to uneven QoS require- ' GOTOkgtep L ke
ments. The fair scheduling algorithm (FSA) runs greedy release {Po == miny, ’(PC )
algorithm (GRA) if there are nonallocated subcarriers after the © R e\ ke Pl ) 1
lowest modulation turn and the rate requirement is not satisfied.
GRA decrements one bit of a subcarrier to gain power reduc-
tion, which is used to assign higher number of bits to the usd?ds Vertical Swapping Algorithm
on the whole. FSA is described as follows; Vertical swapping is done for every pair of users. In each it-
eration, users try to swap their subcarriers such that the power
allocation is reduced. There are different types of vertical swap-
ping. For instance, in triple swapping, ugeives its subcarrier
to userj and in the same way usgrto userk and userk to

Step 5: if
Finish.

FS Algorithm

Step 1) Set ¢ = M, Select a %k, and

Pr = 0;
Step 2) Izind fi = argmin, P useri. Pairwise swapping for fixed modulation is described in
Step 3) Set Ry =R —c énémpk . =1, Up- [10], [12] with a slight difference: the former uses power and the
date Py ' Shift to the nexf k- latter uses channel gain as a decision metric. We modified pair-

wise swapping to cope with adaptive modulation case. In this

Step 4) If  Pr > P, Step Out and _ . In th
case, there is more than one class where each class is defined

Set ¢=c—1, GOTO STEP 2.

with its modulation (i.e number of bits loaded to a subcarrier)

Step 5) If Vk, Rr < ¢, Set ¢ = ¢ — 1, S - .
GOTO STEP 2. and swapping is only within the class. Each pair of user swap
Step 6) If fe == 1}, Zk{(:l Eivzl prm < N, their subcarriers that belong to the same class if there is a power

Pr > Purae, Run “Greedy Release”
and GOTO STEP 2.

reduction. In this way, adjustment of subcarrier is done across
users, to try to approximate the optimal solution. VSA is de-

Step 7) Finish. scribed as follows;

VS Algorithm
Step 1) V pair of user {i,7};

STEPla: Find 0P ;(n) = Pf, — Pf, and
Aﬁ’PZ”]’ = max@Pivj(n), Vn € Sl,
Find 8P”(n) = Pﬁn —

P,L-&_'TLATVLPJ'YZ‘ = maXx 8Pj_,i(n),
Yn € S;;
Set Qﬁ,,ﬁPi’j = Aﬁpivj + AﬁP]’“

B. Greedy Releasing Algorithm

The GRA tends to fill the un-allocated subcarriers. It releases
one of the bits of the most expensive subcarrier to gain power
reduction in order to drive the process. GRA works in the oppo-

site direction of BLA. GRA is described as follows; STEP1b:

GR Algorithm STEP1c:

Step 1) Find  {k,n,c;,} = STEP1d: Add Q™"P,; to the {A}
arg Max n ¢ P,S,npkac; list;
Step 2) Set  épp=crn—1, Pr= Step 2: Select Q = max(; 4),(j,n) A

Pr — APy 7 (cgn);
Step 3) Set c=c;; - 1;
Step 4) Finish.

Step 3: if ©Q > 0, Switch subcarriers
and Pr = Py —Q GOTO STEP 1a;
Step 4. if Q <0, Finish.
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22 T T T T T T T T
VI. RESOURCEALLOCATION REGARDING CAPACITY

In the previous sections, we considered the problem wheretl T TS T WO . o]
QoS requirements per symbol is fixed. Another way to approac
resource allocation is in terms of capacity [8]. Suppose there
no fixed requirements per symbol and the aim is to maximiz
capacity.

It has been shown in [15] that for point-to-point links, a fair 2
allocation strategy maximizes total capacity and the throughp!
of each user in the long run, when the user’s channel statisti
are the same. This idea underlying the proposed fair schedulii
algorithm is exploiting the multiuser diversity gain.

With a slight modification, we can extend the fair sched-
uling algorithm for point-to-point communication to an algo-
rithm for point-to-multipoint communication. Suppose the use : : : : : : : :
time varying data rate requiremeRi; (¢) is sent by the user to © 100 200 g0 400 500 600 700 800 900 1000
the base station as feedback of the channel condition. We tre.... Sampled Time
symbol time as the time slot, 3ds discrete, representing theFig. 3. Comparison of convergence of the iterative approach to the GreedyLP
number of symbols. We keep track of average throughput one.
of each user for a subcarrier in a past window of lertgtfThe

scheduling algorithm will schedule a subcarrieto a userk  We evaluate our scheme in Rayleigh fading channels video,

 bit(dB)

z
)
)
£
>
<

according to the following criterion [20], [21]. The power spectral density levél, is equal to
= Tkn unity, and gain of Rayleigh channé]|1ﬁlk(n)|2 is also equal
k,n} = arg 14 . . ; L
{k,n} = arg e tin (14) to unity. We use 128 subcarriers with a total transmission rate

where ., can be updated using an exponentially weightéﬁemeen 480 bits/symbol and 768 bits/symbol. BER require-

low-pass filter described in [15]. Here, we are confronted witfi€Nt Of users is selected from the list= {1c —2,1e —4}. In
determining ther;. ,, values. We can set, ,, to Ry /N, where the simulations, depending on the constraint, either the rate re-

N is the number of carriers. With this setting, the peaks of tfflirements are fulfilled when the transmit power is minimized

channel for a given subcarrier can be tracked. The algoritHth the power constraint is fulfilled when rates are maximized.

schedules a user to a subcarrier when the channel qualfgR requirement, on the other hand, is satisfied in both sit-
in that subcarrier is high relative to its average condition i#ations. We distinguish the settings by naming them with or
that subcarrier over the time scale When we consider all Without power constraint.

subcarriers the fairess criterion match with the point-to-point Fig. 3 shows the convergence of our scheme with iterative bet-

case as follows terment. In each iterative step, the power is reduced keeping the
R total number of bits constant. The steepest decrease is observed
k = max ?’“7 (15) in the HSA step since the power reduction in bit swapping is
k k

higher than the one in subcarrier swapping because of the expo-

whereT, = Eiv:l t1n. The theoretical analysis of fairnes&e”tial growth of thq"(:u_y) function_. It can be seen from theT
property of (15) for point-to—point communication is derivea'_gure that iterative solution approximates the GreedyLP with

in [15]. We can apply those derivations for point-to-multipoint™me-

communication. Fig. 4 presents the cumulative distribution functions of the av-
erage bit SNR for the cases with and without power constraint.
VIl. PERFORMANCEANALYSIS There are four users in two sets of BER requirement and each

) ) ] _user has rate requirement of 120 bits/symbol. It can be seen from
We compare the performance of our iterative algorithm with,o Fig. 4(a) that iterative approach approximates the optimal

the proposed suboptimal GreedyHungarian and GreedyLgtion up to 0.9/B when there is no power constraint. When
schemes and optimal IP scheme. We adopt the M-ary quadigsre is a power constraint, as seen in Fig. 4(b), the iterative
tur_e amplitude modulation of 4-QAM, 16fQA_M’ and 64'_QAMapproach outperforms the GreedyHungarian and GreedyLP ap-
Wh'Ch. are used t_o carry two, four,_ or six blts_/subcarn_er [Sl)roach and is close to the IP solution within @3. The reason
Reqwrgd trqnsm|53|on power ferbits/subcarrier at a given why iterative solution gives better performance than the subop-
BER with unity channel gain is timal solution is its tight power control scheme, which allows to
) No [,._,(BER 2 . transmit more number of bits. GRA is one of the mostimportant
f(e, BER) = 3 [Q <T>} (2°=1) (16) ' module that decreases the variance of avg bit SNR and make the
iterative approach perform better at the end by exchanging one
high cost bit with more than one low cost bits i.e. lower level
<, modulation.
/e‘%dt. Fig. 5 shows the performance of the schemes in various
channel fading and multiuser diversity situations [15]. Fig. 5(a)

whereQ () is the inverse function of
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Fig. 4. Comparison of the cumulative distribution function of the average bit SNR; (a) without power constraint; (b) with power constraint.
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RMS Delay Spread(usec) Number of Users
) (b)

Fig. 5. Average bit SNR versus channel fading and multiuser diversity; (a) average versus delay spread; (b) average bit SNR versus number of users.

presents the average bit SNR as a function of root mean squameler the total power constraint. It can be observed from the
(RMS) delay spread for different resource allocation schemegaph that iterative approach outperforms the GreedyHungarian
As RMS delay spread increases, the fading variation increasasgd GreedyLP and is close to the IP. The FSA distributes the bits
so higher gains are obtained by adaptive allocation. We filfiairly compared to the greedy approach. The fairness property
that iterative approach is never more than @ above the is an important metric for real time data if there is tight power
IP approach. Fig. 5(b) shows the average bit SNR versus ttantrol. The iterative solution maintains fairness. As the total
number of users where each has the same BER requirentesuhsmit power increases, the significance of a power control
of 1e — 4 and RMS value of 30 usec. As the number of usescheme decreases as can be inferred from the graph. In Fig. 6(b)
increases the probability of obtaining a good channel in tiiairness is tested under varying number of users, the iterative ap-
subcarriers increases. The iterative approach follows the loweoach again outperforms the GreedyHungarian and GreedyLP
bound within 0.94B and follows the GreedyHungarian andand closely follows the IP.
GreedyLP schemes within 0&5. Fig. 7 shows the average data rates per subcarrier versus total
Fig. 6 shows the standard deviation of the bit allocation glower constraint when there are four users. Each user has a rate
the users for different power constraint or different number oéquirement of 192 bits/symbol (maximum rate) and BER re-
users. Each user has a BER requirementeof- 4 and total quirement ofle — 4. The performance of the iterative approach
transmit rate is 480 bits/symbol which is equally distributed tis close to that of the optimal and difference between suboptimal
each user. Each user has a 180 usec RMS delay spread. Fig.&td)iterative approaches decreases as the total transmit power
presents the standard deviation of bit distribution among usémnsreases.
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Fair distribution of bits among users under the varying total power or number of users; (a) spectral efficiency versus total power; db)estetider

proposed suboptimal schemes. The proposed solution can also
be applied to the uplink when there is perfect synchronization.
We also considered a possible resource allocation scheme

5
5
H
& 1
o [
F
& [2
3]
[4]
Total Transmission Power (dB)
5
Fig. 7. Spectral efficiency versus total transmission power. 5]
[6]

VIIl. CONCLUSION
. . [71
We considered the problem of resource allocation for adap-

tive modulation in OFDMA systems. The problem is considered

. X i - . 8]
in two different approaches: one maximizes the capacity and thd
other one satisfies fixed QoS criteria (i.e the rate and bit error
rate requirements) in each symbol. Recent work has focused o)
developing algorithms to meet the QoS criteria [2], [8]-[13].

Inan OFDMA system, subcarriers are distributed among user&0]
and number of bits transmitted in each subcarrier is adjusted
according to the rate requirements of users to minimize totgh1]
transmit power. It has been shown that resource allocation can
be optimized by Integer Programming [9]. However, the optimal; 5
solution can not be implemented in real time. We proposed a
simple suboptimal solution that fairly allocates and efficiently 13]
converges close to optimal meeting the QoS criteria per symbo[l.

The algorithm showed good performance in terms of tight
power control, iterative betterment and fair scheduling amon
users when compared with the optimal solution and previously

when the objective is to maximize capacity, based on propor-
tional fair scheduling algorithm for point-to-point communica-
tion introduced in [15].
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