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On the Performance of Adaptive Modulation
In Cellular Systems

Xiaoxin Qiu, Member, IEEE and Kapil ChawlaSenior Member, IEEE

Abstract—Adaptive modulation techniques have the poten- QAM has been proposed for several third-generation wireless
tial to substantially increase the spectrum efficiency and to communications systems [7].
provide different levels of service to users, both of which are It has been shown in [2]-[4] that adaptive modulation
considered important for third-generation cellular systems. In . . .
this work, we propose a general framework to quantify the effc_ecnvely improves f[he BER pe_rformance.op radio channels
potential gains of such techniques. Specifically, we study the Which suffer shadowing and fading. In [2], it is demonstrated
throughput performance gain that may be achieved by combining that in a single user case, using adaptive modulation can
adaptive modulation and power control. Our results show that:  provide a 5-10-dB gain over a fixed rate system having only

1) using adaptive modulation even without any power control ower control. In [8], the authors study a so-calleeerage
provides a significant throughput advantage over using signal-to- P ) ! y 9

interference-plus-noise ratio (SINR) balancing power control and aré@ spectral efficiencyASE), defined as the cumulative

2) combining adaptive modulation and a suitable power control data rate per hertz per unit area, which can be achieved by
scheme leads to a significantly higher throughput as compared using adaptive modulation. Using simulations and analysis,
?0 rt]o gower tc_ont!rol or Us'_”ﬁ S_INR-btaIa;nfcmg power ICO“UOL- ;I_’he the impact of various system configurations and settings on the
irst observation is especially important from an implementation : . : ;

point of view. Adjusting the modulation level without changing ASE is quantified. In pa.rtlc,?ular, the authorslobtaln -the channel
the transmission power requires far fewer measurements and 'euse patterns that maximize the ASE for different interference
feedback as compared to the SINR-balancing power control scenarios. In [9], the authors propose an adaptive modulation-
or the optimal power control. Hence, it is significantly easier based cellular system for personal multimedia communica-
to implement. Although presented in the context of adaptive {ions. Using system simulations, the authors show that this
modulation, the results also apply to other variable rate trans- stem can achieve spectrum efficiencies that are three times
mission techniques, e.g., rate adaptive coding schemes, code y . p . ! i
modulation schemes, etc. This work provides valuable insight higher than a baseline system without adaptive modulation.

into the performance of variable rate transmission techniques = We adopt a different approach to study adaptive modulation

in multi-user environments. in a multi-user environment. The goal of our study is to investi-
Index Terms—Adaptive modulation, cellular system, power date the theoretical performance limit of adaptive modulation,
control, variable rate transmission. to gain some insight into this technique itself, and possibly

to provide some guidance for real implementations. In this
paper, three scenarios are studied: 1) signal-to-interference-
plus-noise ratio (SINR) balancing power control [10], [11]; 2)
W ITH the projected demand for multimedia servicedaptive modulation without power control; and 3) adaptive
the ability to provide spectrally efficient and flexiblemodulation with power control. In particular, for the third
data rate access is one of the important design consideratig@gnario, we develop a framework to maximize the overall
of future wireless systems. One approach to satisfy both tﬁfroughput for a given set of users in a cellular system, by
these requirements is to adapt the modulation and transmissigRtly optimizing the modulation and the transmission power.
power according to the instantaneous propagation conditiopge consider two objectives for the optimization. The first
interference scenarios, and traffic or data rate requiremerggjective is of the same form as the throughput, but has a
This technique is calleddaptive modulatiofl]-[4], which is  |imjtation that it has several local maxima. We propose an
part of the V.34 modem standard [5], and is currently used jarative algorithm to optimize this objective. We find that
modems to maintain an acceptable bit error rate (BER) Ovghile the iterations converge to a desirable solution most
poor quality telephone lines. Adaptive modulation techni_qu%? the time, it is also possible for them to converge to an
have recently been proposed for two-way data transmissigRqesirable solution. Keeping this in mind, we define a slightly
over cable [6]. Similar ideas have also been applied t0 iImproygrerent objective function. We propose an iterative algorithm

the BER on mobile channels [3]. For instance, variable-rajg optimize this second objective and show that it always

converges to its global maximum. In addition, we also show
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Although we present our work in the context of adaptiveo assume that the throughput is a function of the received
modulation, the results are also applicable to other variab®BINR at the user.
rate transmission techniques, e.g., rate adaptive codingd-et7; denote thaiser throughpuof useri, which is defined
schemes, coded modulation schemes, etc. It is expected tiere as the number of bits that can be successfully sent to
most systems will use a combination of these techniqu#iss user within each transmitted symbol. For our model, we
to provide variable rate capabilities to users. For examplassume thaf; increases with the SINR
the EDGE [Enhanced Data rates for GSM (Global System
for Mobile Communications) Evolution] system [12], [13], Ti(yi) = logy(1 + k- vi(P)) (2)

proposed as a wireless data enhancement for GSM and IS-136.. 1. is a constant. We show in Appendix A that this is

(North American Time Division Multiple Access System), yaasonable choice for both additive white Gaussian noise
uses a combination of modulation and coding to achie ﬁWGN) and Rayleigh fading environments.

variable data rates. In [14], the authors show that this techniquel-hiS formulation has a form similar to the Shannon capacity

significantly increases the spectrum efficiency, as comparg@ne given set of users. W denotes the available bandwidth

to “standard” GSM. _ _in hertz, v denotes the signal-to-noise ratio (SNR) a@d
The rest of the paper is organized as follows. In Section [k, tas the Shannon capacity, it is well known that
we discuss the system under consideration and the perfor-

mance measure of interest. In Section Ill, we develop a C = Wlogy(1+ 7). (3)

framework to optimize the system throughput, characterize

the solution, and propose iterative algorithms to achieve tR@uations (3) and (2) are similar. Therefore, a solution that
optimum. In Section IV, we present some numerical resulfg@ximizesT(P) for k = 1 also maximizes the Shannon
that quantify the throughput performance of the propos&&pac'ty- Further, our formulation may also be used to estimate

schemes. In Section V, we offer some concluding remarks.the throughput gain that may be achieved by using variable rate
techniques other than adaptive modulation, as long as their

throughput can be approximated by a similar expression.
Equation (2) assumes that the throughput is “continuous,”
Consider a cellular system consisting of a finite number @iat is, it can be any real number. Note that in any imple-
cells and a fixed number of independent channels that maydentation, the number of bits transmitted within each symbol
assigned to users. Assume that a given channel is concurre@lyestricted to a finite number of values. For example, when
being used byV different links or transmit-receive pairs. Theysing A/-QAM modulation, the constellation size is restricted
links in question may be a mixture of up- and down-linkso A7 = 27, j = 1,2,---,.J, making the bits per symbol equal
However, for concreteness, and without loss of generality, wgone of a small set of values. However, to make the analytical
focus on downlink transmissions. model tractable, weeginby assuming thal} can be any real
Let {U;} and{B;},i = 1--- N, denote a set of cochannelnumber. We relax this assumption in the numerical results.

users and their serving bases, respectively. @et {G;;} For a specific transmission power vectd?, the total
denote theN x N path gain matrix, wherez;; is defined throughput? is given by

as the path gain from basgto user:. Let P; denote the

Il. SYSTEM MODEL

transmission power of basg The power received at user T(P) = logo(1+k - v(P))
from basej, R;;, is given by i
Rij = Gi; By = log, <H (I+Fk- %(P))) (4)

If ¢ = j, this is the signal; otherwise, this is interference. For ) o
a given path gain matriG and a transmission power vector! € problem that we address is the followirggven a set of
P = {P;}, the SINR of uset, v;, is equal to users and the corresponding path gain matf# what is the

maximum throughput that can be achieved?

G P G P
= 1)

Z Gi; Py +n; Ii . MAXIMUM THROUGHPUT
JFi

¥i(P)

In this section, we develop a framework to jointly opti-
where n, denotes the receiver thermal noise power dpd mize the modulation and the transmission power, in order
denotes the total noise and interference power received toymaximize the total throughput for a given set of users.
user i. We formulate two optimization problems and propose two
Adaptive modulation provides the system with the ability tderative algorithms that achieve the corresponding optima.
match the effective bit rate or throughput to the interferendene objective of the first optimization has the same form as
or channel conditions of specific users. The actual choitee throughput, but may have more than one local maxima.
of the constellation size, and therefore the bit rate, depentserefore, depending on the initial vector, the corresponding
upon system and user specifics like the user mobility, thiterative algorithm may converge to a suboptimal solution.
propagation condition, the interference scenario, the receividre objective of the second optimization is slightly altered
structure, the target physical layer performance, etc. Howevigm the first, but has a unigue maximum. We show that
for a given system and a target performance, it is reasonatile corresponding iterative algorithm always converges to
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this global maximum, while leading to a limited degradatiowhere, as beforel; = X,,+; G P, +n; denotes the total

compared to the optimal throughput. interference received by usgrit follows from (6) that for any
Pl that is in the interior ofY, i.e., if PP < PI < pmex,
A. Objective | ki kv Gy
J y o N T i (g)
Let G be a positive path gain matrix, i.63;; > 0, V4,5 € F(l+kv) = (I+ky) 1
. . S - . < < ) .
élle’noté Ai%e Lseett Qolf feas%;l‘e fr)gggmigsiolr? _owfrma\igctoks'owever’ if £} = Fyn or B} = Fe, then (8) need not
P be true. It follows from Lemma 1 3) thab! = P/ for at

where P, = [Ppinppn... pun)T and Py, = . )
/ . . least one, i.e., any local maximum of (5) touches the “outer”
[pmax pmax ... pmax|T rgpresent the minimum and maxi- y ®)
boundary of§2;.

mum transmission power limits, respectively. Our goal is o~ . . . .
maximize the total throughput of a given set of users under theUSIng (8), we propose the following sets of iterations. Let
transmission power constraint. We first consider the followingai(n +1)
optimization problem, where the objective to be maximized,
called Objective | is the total throughpuf'(P) = o
Nk
mge TP) sl e ©) 2w T+ by )
This problem is a constrained, nonlinear optimization prob- = X;(P(n)) 9)
lem [15]. Except in special cases, it is very difficult to find
closed-form solutions. Iterative algorithms, which find thevhere P(n) denotes the transmission power vector atsikie
solution numerically, are often used instead. iteration, and the functiong;(P) and ~;(P) are defined in
Before we propose the iterative algorithm, we characterigg). The transmission power of useat the(n + 1)th iteration
the objective. The following lemma may be proved from this given by
definition of T'(P).

[

i (P(n)) (1 + kv (P(n)))

Lemma 1: The objective functiori’(P) has the following pr if X;(P(n)) < Pmn
properties over the spa¢ée= {P : P > 0} and therefore also ~ Fi(n+1) = ¢ P, if X;(P(n)) > pPrex - (10)
over the set{);: X;(P(n)), otherwise.

1) T(P) > 0.

2) T(P) is continuous and differentiable. To simplify the notation, define a vector functidgt (P) =
3) Va > 1, T(aP) > T(P). (Zip) zypy ... ZL(P)Y, whereZ!(P) denotes the
Er}i((j;ht—hand side of (10). Thus, the overall iteration can be

Further,; is a compact set, as it is a closed and bound
represented as

subset of 2. From the Maximum-Minimum Theoremfor
continuous functions over compact sets, the following lemma Pn+1) = ZI(P(H)). (11)
is true.

Lemma 2: The functionT(P) has a maximum on the set 2y convergence of Iterative Algorithm IA vector Q € £
. ) _ . ) is afixed pointof the iteration ifQ = Z'(Q). We show next
1) Iterative Algorithm I Let P* denote aocal maximum  hat the set of fixed points of these iterations is also the set of
of (5). AsT'(P) is differentiable, it follows that for anfeasible |gcal maxima of the functio’(P).
directiond at P' [15] Lemma 3: A vectorQ € € is a fixed point of the iteration
VT(PI) -d<0 (6) defined by (11)f and only if T(Q) is a local maximum of the
objective functionZ'(P).

where the gradient of a function is defined as :
g Proof: We prove only theif part. The proof for the

VT(P)= {8T(P) orep) 8T_(P)} converse is similar.

2! P, 9Py Assume thatT(P) achieves a local maximum a@. It
and a directiond is feasibleat P' if there is ag > 0: (P' + follows from (6) thatVT(Q)-d < 0 for any feasible direction
pd) € Q. d at Q. Consider a direction along axis Clearly, P™™ <

The following may be derived from the definition @) Q; < F/***. This can be split into three cases.
and (1): 1) P™ < Q; < P™: As (); is an “interior point,” it

satisfies (8), i.e.,
oT(P) _ ») kvi 3 kv, Gy (8)
OF; Pi(1+ kv) o (1+ /C’Yj) I; ky; . Z ky; ) Gy —0
} (1 ) 1 . I.
) Qi1 +ky) = (+ky) I

1Theorem 4.15 [16, p. 89]: Suppogeis a continuous real function on a where [; is evaluated af). Rearranging this equation,

compact metric spack’, and and comparing to the definition &&'(P), we find that
M =sup f(p), m= inf f(p). ZJ(Q) = Q.
pEX peX

2) Q; = P™n: In this case, the only feasible direction is
Then, there exist points, ¢ € X such thatf(p) = M and f(q) = m. an increase along theaxis, i.e.,d; > 0. It follows that
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9T(Q)/0Q; < 0. Therefore, from (7), we get BecauseP’’ optimizes (12), it follows that for any feasible
directiond at P,
ki ky; Gji 11
Q)| =———— — . <0. vor'')-d<o 13
@ Qi(1+ ki) 2 (1+ky) I (P) (13)
with
Noting _that 7(Q) should be greater than zero,_ar_nd 20(P) A0(P) 20(P)
comparing the part in square-brackets to the definition ~ VO(P) = P, op, " oPa

of Z'(P), we find thatZ!(Q) = P = Q;.
3) Q; = P™: This is very similar to the previous case, It may be shown that
and may be verified similarly.

The above proof is true for any. Therefore, if 7(P) I0P) _ o) 1 -y Gji | (14)
achieves a local maximum &, 7z (Q) = Q, ie., Q is a OF; b e 1;
fixed point of the iteration. O

It may be shown numerically that functidfi( ) may have It follows from (13) that for anyP!! that is in the interior of
more than one local maxima and that the values of the functio®, i.e., if P < Pt < pmax

at these maxima may be very different. Depending upon the 1 G
initial vector, it is therefore possible for these iterations to i IJ»Z =0 (15)
converge to a highly suboptimal solution. @ g
o or equivalently
B. Objective Il
. . . . G, P

In order to avoid the possibility of converging to a highly Z T -, (16)

suboptimal solution, we consider a slightly different objective Ji 1

function from that considered in (5). For this so-called- - in - -
jective 1, we then propose iterations that are guaranteed PWever, if 7 = P or P7 = P®, (16) need not be

converge to its global optimum. The resulting solution alsBue: . I )
has other desirable features as will be clear shortly. Note that the tern{G;; F3/1;) is the contribution of usef

Let to the total interference at usgrlif we ignore the noise term,
i.e., n; = 0, independenbf the choice ofP, the cumulative
O(P) = H 7 (P). sum of all these contributions by all the users is always equal
i to NV, that is
We define a new optimization problem as follows: Z Z G]—;’PZ N
Ir‘lIE)LX O(P) stPeq. (12) it Y

Therefore, the set of conditions implied by (16) imposes a type

Let P denote the transmission power vector that maximizes balance on the system: the interference contributions of each
(12). Clearly, P"" is not optimal for Objective I, or equiva- user to all the other users have to sum to one. Hence, we call
lently, it may not achieve the optimal throughput. Howevethis set of equations thiaterference balancing equations
due to the functional similarity ab(P) and7’(P), the solution ~ However, because of the nonzero thermal noise> 0,
P! provides close to optimal performance. and Lemma 4 4), the optimal solutid®'! touches the “outer”

Before proposing the iterative algorithm, we state somundary of¢;, that is, Pt = P™2 for at least oné. As will
results that characterize the new objecti¥@’) and are useful be clear soon, it also follows that there is at least one value of
in obtaining the solution. The following lemmas follow from: for which the left-hand side of (16) is strictly less than one.
the definition of O(P) and from the observation th&; is Nevertheless, we use these interference balancing equations in
compact. the proposed iterations.

Lemma 4: The objective function?(P) has the following  Using (15), we propose the following sets of iterations. Let
properties over the spaée= {P: P > 0} and therefore also

. 1
over the set(. Bi(n+1) = ——=—— =Yi(P(n)) 17)
Nk
1) oWp) = 0. > L(P(n))
2) O(P) is continuous and differentiable. j#i I

3) O(P) =0, if I =0 for anyq. where P(n) is the transmission power vector at thgh
4) Va > 1, O(aP) > O(P). _ iteration, and the so-callethterferencefunction Y (P) =
Lemma 5: The functionO(P) has a maximum on the Setly,(P)Yz(P) --- Yy(P)]" is a vector function defined as

Q. above. Then, because of the transmission power limits
1) Iterative Algorithm IlI: As for (5), it is difficult to obtain _ ) .

a closed-form solution to (12). We use an approach similar B, if Yi(P(n)) < P

to that in Section IlI-A.1 to derive an iterative algorithm for Pi(n+1) = § PP, if Yi(P(n)) > P (18)

the solution. Y;(P(n)), otherwise.
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To simplify the notation, define a vector functich“(P) = trol; adaptive modulation with power control—Objectiyamd
(ziypy zZipy --- Z(P)*, where ZH(P) denotes adaptive modulation with power control—ObjectiveThe last
the right-hand side of (18). Thus, the overall iteration can leo schemes have been discussed in the previous section,
represented as whereas the first two schemes are simulated to provide a
1 erformance baseline. All four schemes include some form
P(n+1) = Z7(P(n)). (19) gf adaptive modulation but differ in the resulting system
2) Convergence of Iterative Algorithm IIBefore we prove complexity, as will be clear shortly. In every case, the perfor-
the convergence of the Iterative Algorithm 1, we summariz&ance measure of interest is the throughfii{#”), which the
some important properties of functio®(P) and Z'(P). scheme can provide. The general procedure for evaluating this
These properties may be verified from the definitioYgf?). throughput is the same for all schemes and may be summarized

For all vectorsP € {2, by the following steps.

1) Positivity: Y(P) > 0; 1) Find the “optimal” power vectorP* for the given

2) Monotonicity:If P > P, thenY (P) > Y (P'); scheme.

3) Scalability: Va > 1,aY (P) > Y(aP). 2) Evaluate the SINR for each user Bt.
An interference function that has the above properties is called3) Choose the appropriate constellation size for each user,
a standardinterference function [17]. Hencd/(P) is stan- based upon the SINR.

dard. It follows from Theorems 7 and 8 of [17] thal’(p), ~ 4) Evaluate the resulting total throughgtit").
which is essentially (P) with maximum and minimum power ~ The schemes differ in the optimal power vector and the
constraints, is also standardinterference function. Iterations technique used to find this power vector. Except for first
of the type defined in (19) that use standard interferenggheme, i.e., the adaptive modulation without power control,
functions have very desirable convergence properties. Usifigding this power vector is the most involved step, and
these properties, we show next that the iterations of (18§nce largely determines the complexity of the scheme. We
converge to the desired solution. summarize next the technigue used in each scheme to obtain
Lemma 6: A vector Q € ©; is a fixed point of the iteration this power vector.
defined by (19) if and only ifO(Q) is a local maximum of
the objective functionO(P).
Proof: The proof is similar to that of Lemma 3. ) ) ) )
Lemma 7: Starting from any initial vector?® € €, the Adaptive Modulation Without Power ControlThis scheme

iterations defined by (19) converge taiaiquefixed point in 1S the simplest to implement since it does not require any

Q. real-time power control as is necessary in the next three
Proof: This proof uses a set of results derived by yateschemes. The transm@ssion_ powers of all the users are fixed

in [17]. For ease of reference, we summarize these resultdnth® maximum permitted, i.ef; = F**. The modulation

Appendix B. Consider the iteratiomB(n + 1) = Z™(P(n)): level of each user is th_en adjusted_accordmg to the received

we have discussed above tfﬂ’t‘(P) is a so-called standard SINR. The receiver estimates the interference and therefore

interference function. the appropriate modulation level, and feeds this information

In addition, from Lemmas 5 and 6, we are assured of ti@ the transmitter. N
existence of at least one fixed point of the functigH (P), or SINR—BaIahCIng Power ControlAs an additional perfor-
in the notation of [17] 2™ (P) is feasible? It therefore follows Mance baseline, we also evaluate the performance of SINR-

from Theorem 2 of [17] that the iterations of (19) converge tBalancing power control. This type of power control, which is
a unique fixed point. g usually called “Optimal Power Control,” has been extensively

We now state our basic theorem. studied in the literature [10], [11]. In our case, power control is

Theorem 1: Starting from any initial vecto®®® € €, the used to ensure_that all the coc_:hanrjel users have the same SINR.
iterations defined byP(n + 1) = Z™(P(n)) converge to The _best possmle constellatlo_n size is then_chosen acc_ord|_ng
a unique fixed pointP™™ € €, which achieves the global ©© this achievable SINR_. That is, the appropriate modulat_|on is
maximum of O(P). used on a user-set basis, rather than on a per-user basis. Note

Proof: From Lemma 5, we are assured of the existené@_at this usually p_rovides higher throughput than a regl system

of a global maximum ofO(P). From Lemma 6, we deduce With SINR-baIancmg power control_ andfixed modulation.
that this global maximum is achieved at a fixed point. Lemma !N this study, we use a technique proposed by Zander
7 assures us that the iterations defined in (19) converge 618l o evaluate the best achievable SINR for a given set
uniquefixed point. Since the global maximum is a fixed pointof Users. This technique uses the approximation that there is
it must be the only fixed point. It follows therefore that al© thermal noise. Therefore, we simulate this scheme only

iterations must necessarily converge to the global maxifaumfor interference-limited scenarios, where ignoring the thermal
noise may be justified. Appendix C provides a brief description

of this method.

) In practice, this power control may be implemented in a
We present performance results of four schemseiptive istributed manner [11]. However, repeated real-time mea-

modulation without power contrpEINR-balancing power con- g rements, feedback, and power adjustments are necessary.
2711(P) is said to be feasible if for som® € Q, P > Z'(P). Therefore, implementing this would require significant mea-

A. Description of the Schemes

IV. NUMERICAL RESULTS
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icrocell 25 radio ports. The distance between a radio port and each
of its closest four neighbors is 400 m. A cell wraparound
3 ' ' i T rolio pon techpique is useql to avoid edge effects. A frequerjcy reuse of
X one is assumed, i.e., each channel can be reused in every radio
port. One channel is simulated, which may represent a certain
i ' ;\ ' 0 frequency in a frequency division multiplex (FDM) system or
a specific time-slot and frequency in an FDM/TDMA (time
division multiple access) system. In an FDM/TDMA system,
¥ i M M S :
slot synchronization is assumed and propagation delays are
. ignored. Each cell can use this channel to communicate
¥ i i I with one user on the downlinklV denotes the number of
cochannel users. Thegé users are uniformly distributed in
the system service area. Different choices /éf represent
differentloading scenarios, withV/25 defined as the specific
measure of the system load. The nominal setting foris
Fig. 1. The radio port arrangement of the system simulated. eight, so that the nominal system load is 0.S2e selection
is assumed, i.e., each user communicates with the strongest
fagjo port. Omnidirectional antennas are assumed, both at the
radio ports and at the user terminals. Unless stated otherwise,
the minimum and maximum transmit powe$*™ and Pax

User ®

I

surement and signaling overhead and increase the sys
complexity.

Adaptive Modulation with Power Control—Obijective I: X
This refers to lterative Algorithm | defined by (11). As'€ Set t0—10 and 20 dBm, respectively. _
discussed earlier, this iterative algorithm may converge to | "€ Propagation model assumes operation at microwave

different fixed points, depending upon the initial power vectofrequencies in a sut_)urban residential enwronmgnt. It captures
For the results that follow, this initial vector is generatef® effects of median path loss and shadowing [18]. The
randomly, so that there is no guarantee that the resulting fix@§dian path losd.(r) is given by [19]

point is the desired global optimum. Nevertheless, we find
that with most starting vectors, the iterations converge to local
maxima with throughputs close to the optimal. Therefore, on
a statistical basis, these results are a good indicator of the
optimal throughput.

Adaptive Modulation with Power Control—Objective II:Wherer is a close-in reference distance ant the distance
This refers to Iterative Algorithm Il defined by (19), whichin meters between the transmitter and the receiver. The path
is guaranteed to converge to the global optimum of tHess exponentx is set to 4.5. We set, = 10 m, and
objective O(P), independent of the initial power vector. Thel(ro) is artificially set to 0 dB, i.e.all path loss and signal
resu|ting power VECtOPH, while being the 0ptima| solution measurements are relative I(Z(To). It follows that the median
of (12), may be suboptimal for maximizing the throughpufath loss between a port and the corner of its nominal square
Nevertheless, its near optimal performance and assured gloialerage area is 65 dB.
convergence make it desirable. As for the previous case, théShadow fading is modeled as the sum of two independent
initial power vector is generated randomly. log-normal components [20]: a user-location-specific compo-

The latter two schemes are more complex than the SINRent and a path-specific component. The user-location-specific
balancing power control and therefore even more difficult @omponent is the same for all radio paths to or from a
implement. As for SINR-balancing power control, repeate@iven user. The path-specific components are different and
real-time measurements, feedback, and power adjustmentsia@ependent for all radio paths. The user-location-specific
necessary. However, as opposed to SINR-balancing powémponent has a standard deviationogf = 6 dB, and the
control, some of these measurements may be very difficultRgth-specific component has a standard deviatiom of=
obtain. For example, the value 6F;;, which is necessary for 8 dB. This yields a combined shadow fading with =
updating the power of useéy cannot be inferred based on meay/o7 + 07 = 10 dB. Some form of receiver diversity is
surements at usér In contrast, SINR-balancing power controssumed to mitigate the effect of multipath fading. Therefore,
can be implemented based upon local SINR measurementdmtltipath fading is not modeled explicitly.
each user [11]. Nevertheless, these schemes provide the perfofhe user throughput in bits per symbol is estimated as-
mance limits of adaptive modulation in a multi-user envirorsuming M-QAM in an AWGN environment and for a target
ment. A simple, distributed implementation of adaptive mod®ER of 10. As we are considering the performance with a

ulation with a suitable power control is a good area for studffnite number of cochannel users, the channel is not Gaussian.
However, treating it as an AWGN channel usually corresponds

to a worst case assumption. Therefore, we expect that the
results obtained below are lower bounds. Two cases are

Fig. 1 shows the system that is simulated. The systeronsidered: a continuous constellation size case and a discrete
models a microcellular environment with a square grid afonstellation size case.

L(r)(dB) = L(ro) + 10 * o log - (20)
To

B. Simulation Settings
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TABLE | 2) If discrete constellation sizes are considered, lterative
CONSTELLATION Size, REQUIRED SINR, AND THROUGHPUT (BITS/SymBOL ) AIgorithm Il achieves the best total throughput perfor—
M 2] 48 [16]32]64 mance (16 bits) for the given path gain matrix. Note that

Min. SINR (dB) |6 10] 14|18 |21 24 this need not be true with other path gain matrices.

T=log, M (bits/sym.) [1] 2 |3 ]4]5]6 3) There are two different local maxima to which lItera-
tive Algorithm | converges, depending upon the initial
« Continuous Equations (23) and (24) in Appendix A are vector. These are shown in Table Il as Solutions 1 and
used to estimate the throughput for each user. Hence, we 2. With random initial vectors, Iterative Algorithm |
permit the constellation siz&/ to be any positive number. converges to Solution 1 around 95% of the time and to

« Discrete The constellation size is restricted to a finite Solution 2 the remaining 5% of the time. It is unlikely,
set. This set, and the corresponding required SINR’s are  though possible, that there are other local maxima of (5)
shown in Table I. These SINR'’s are estimated from (23)  for the given gain matrix.
and (24). 4) lterative Algorithm | tends to achieve extreme power

We first present results for an interference-limited system, ~ Setlings, i.e., ittends to assign a user either the maximum

where the thermal noise is set to a value much lower than ©f the minimum power. On the other hand, Iterative
the interference, and then study the impact of increasing the ~Algorithm Il tends to achieve more of a balance among

noise floor. users.
It is not surprising that the SINR-balancing scheme pro-
C. Interference-Limited Scenario vides a lower throughput than using adaptive modulation

To simulate an interference-limited scenario, the noise ﬂog\r/en without any power control. By requiring the SINR

: = ER max performance to be equalized across users, we are forcing
Ine median signal level at he comer of the nominal coveraljS SCTIEM (0 raise the powers of the users that are more
area of a ortgis eaqual t645 dBm. Therefore. even Withoutgulnerable to interference at the expense of the less vulnerable
orap quatt o ” .users. While this makes sense when all users use the same
considering the beneficial effect of site selection, the med'?ﬁ‘odulation and therefore require the same target SINR, it
SNR at a cell corner1s 35 dB. . o does not with adaptive modulation, which can adapt to the
1) An lllustrative Example:In order to gain some insight,

N . : , available SINR. For example, consider user 5. Without any
we begin with a simple example. Consider a set of five users

and the corresponding path gain matGk generated using power control, this user has an SINR equal to 32.2 dB. SINR

. . . . . . alancing significantly reduces its transmission power in order
the simulation settings described earlier. For convenience, the ;
. . . 0 equalize the performance among users. On the other hand,
path gain values are expressed in decibels

the optimal schemes for both Objectives | and Il do almost
—60.5 —-614 -862 —79.7 823 the opposite: they further amplify the SINR differences by

—65.7 —538 —-900 683 —105.3 allowing this user to transmit at the maximum power. This
G(dB) = |-1141 -1074 -60.3 —67.7 —75.9 results in an overall increase in the throughput.

—844 588 837 -360 —93.1 One difference between Objectives | and Il is that the

-97.0 —-86.3 —-99.5 -100.5 —53-2(21) maxima of Objective | tend to push the transmission power

h i h h ; ¢ of some users to the minimum permitted. This is because
We compute the resulting throughput performance of thee contribution of each user to Objectivelbg,(1 + ki),

four schemes under consideration and summarize the res@ﬁ)wer bounded by 0, while the contribution of each user to
in Table Il. The table shows the optimal power vector fo{)bjective Il,log, (i), decreases rapidly as — 0. Therefore,

each scheme, the resulting SINR for each user, and g, opjective II, there is a large penalty in setting a user's
total throughput. All power settings are in dBm'’s, and a&\

, . . - ower to the minimum permitted. In this sense, Objective | is
SINR'’s are in decibels. The throughput is computed for bo ore “greedy” than Objective II.

continuous and discrete constellatlo.n size cases. For'the SINRy e limitation of both the proposed objectives is that neither
balancing scheme, the thermal noise and the maximum afdinem restricts the SINR to be within a “useful” range.
minimum power limits are ignored. In all the other cases, DO e words, neither objective accounts for the maximum
thermal noise and power limits are taken into consideratiog,ijaple constellation size. For instance, user 5 achieves an
A random initial power vector is used for both lteratives)\g of 41.5 dB in Objective Il even though the highest level
Algorithms | and II. ) ) modulation only requires an SINR of 24 dB. This explains
There are several points to note from this example. o marked difference between the throughput for continuous
1) The SINR-balancing scheme results in the lowegbnstellations and that for discrete constellations.
throughput, while both schemes that “optimally” com- 2) General ResultsThe above observations are based
bine the adaptive modulation with power control providgpon a specific set of users and the corresponding path gain
the highest throughput. The throughput of adaptii@atrix. In order to corroborate these observations and to
modulation without power control is somewhere in thguantify the performance in general, we repeat this procedure
middle, but still significantly better than that of thefor 1000 different sets of users, with eight users per set, i.e.,
SINR-balancing scheme. a system loading of 0.32. Each set of users is generated as
3Note that all power levels are relative Io(ro ). before, and the path gain matrix is evaluated accordingly. We
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TABLE I
TRANSMISSION POWERS AND RESULTING SINR’S FOR THE FOUR SCHEMES

T T

N = 8 users
Continuous Constellations

SINR-Balancing | No Pow. Cont. Objective 1 Objective 1T
Solution 1 Solution 2
User p* SINR P SINR P! [SINR| P! [SINR | P | SINR
1 20.0 6.4 20.0 0.8 17.5 14.6 | -10.0 | -29.2 || 16.2 | 13.3
2 14.5 6.4 20.0 9.9 -10.0 | -18.6 | 20.0 | 34.3 -0.6 | -6.2
3 -2.8 6.4 20.0 6.8 -10.0 | -23.2 | 20.0 15.6 | 20,0 11.5
4 -1.9 6.4 20.0 22.8 20.0 | 481 |-10.0| -7.2 13.8 | 353
5 -11.0 6.4 20.0 32.2 20.0 | 41.9 | 20.0 | 32.7 || 20.0 | 41.5
T(P*) (Cont.) 5.8 - 18.3 - 29.4 - 22.2 - 271
T(P") (Disc.) 5 - 13 - 15 - 15 - 16
: S 0.5 T T T
Prts N = 8 users
i 0450 Discrete Constellations SIR Balancing i
No Power Control
Objective Il
- 04 Objective | i
E 0.35 B -
R 03 4
- E 0.25 E
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Fig. 2. Throughput comparison of the schemes assuming continuous cbBig. 4. Histograms of the user-throughputs of the schemes.
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constellation size cases, respectively. Both figures show the
same trend.

1) The SINR-balancing power control achieves the lowest
throughput.

2) Using adaptive modulation without any power control
provides significantly higher throughput than the SINR-
balancing scheme.

3) Further throughput improvement can be obtained by
combining the adaptive modulation with power control.

In particular, for the discrete constellation size case, the
median value of the throughput is around 16 bits with SINR-
balancing power control, around 24 bits using adaptive modu-
lation without power control, and around 28 bits when adaptive
modulation and power control are suitably combined, i.e.,
using the schemes corresponding to Objectives | or Il

As discussed earlier, the SINR-balancing scheme does in-
clude adaptive modulation, except that the adaptation is done
on a user-set basis, rather than on a per-user basis. A system
with fixed modulation would provide an even lower throughput
than any of these schemes. This throughput may also be
estimated from the figure. For example, if the modulation is

again simulate an interference-limited scenario: the noise fldixed at 4-QAM, the figure shows that 38% of users would not

is set to—80 dBm; and the power limits atB™** = 20 dBm be able to achieve the required SINR.

and Pt = —10 dBm. Figs. 2-4 summarize the results.
Figs. 2 and 3 show the cumulative distribution functionexperienced by individual users. The four schemes show

(CDF’s) of the total throughput for the continuous and discretaarkedly different patterns. With the SINR-balancing scheme,

Fig. 4 shows the probability distribution of the throughput
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TABLE 1l

SENSITIVITY OF THE AVERAGE THROUGHPUT TOLOAD VARIATIONS

Load | SINR-Balancing | No Pow. Cont. | Objective I | Objective IT ” |
0.32 15 25 28 28
0.48 12 29 36 34
0.64 8 32 43 38 20 N -8 users |

IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 47, NO. 6, JUNE 1999

30

Discrete Constellations

ai

r@hput (bits)

most of the users achieve a throughput of 1-3 bits/symbol, a
relatively few of them achieve 0 bits/symbol or more than 3
bits/symbol. With the other three schemes, more users can l§se
a higher level modulation and achieve a better throughput. In°/
the case of adaptive modulation without power control, the

distribution decays slowly with increasing throughput, with a .| S00 Do pentel
—+—  Objective |

discrepancy in this trend at a throughput of 6 bits/symbol.
The distribution corresponding to Objective Il begins to show
a bimodal behavior, and this is further amplified in the % s o o5 o0 T 50 5 a0
distribution corresponding to Objective |. For example, in the Trormal Noise (dBm)
latter case, around 32% of users have zero throughput and 48865. Average throughput of the schemes in interference- and noise-limited
have a throughput of 6 bits/symbol. This “greedy” behavior &f"vironments.
Objectives | and Il is not necessarily unfair from a system
point of view. Appropriate admission control and resourdgmited system. This is achieved by increasing the thermal
assignment policies can and should be used to ensure fairngsise floor from—_80 to —40 dBm. The maximum and mini-
in the system. mum power limits are fixed at 20 anrd10 dBm, respectively.
Table 11l lists the average throughputs of the four schem@serefore, without considering the effect of site-selection, the
as the system load varies from 0.32-0.64, i.e., the numberrﬁédian SNR at the corner of a cell is varied from 356
cochannel userd’ varies from 8 to 16. Discrete constellationgiB. The figure plots the average throughput versus the thermal
are assumed to obtain the results. It can be seen that dgjse floor for a load of 0.32, i.e., fa¥ = 8.
each case, the average throughput increases from the SINR=rom the figure, we see that the average throughput of the
balancing scheme to the adaptive modulation without pow&ghemes stays essentially unchanged until the thermal noise
control scheme to the scheme corresponding to Objectiveidtreases beyond60 dBm, i.e., the median SNR at the bound-
to the scheme corresponding to Objective I. The table alggy decreases below 15 dB. As the thermal noise is increased
shows that the relative gain of adaptive modulation over SINRsrther, the throughput of all the schemes suffers, and the gap
balancing power control increases with the load, i.e., it {setween throughputs of different schemes narrows as well.
relatively more beneficial to implement adaptive modulationhis is not surprising because, as the system becomes more
in a highly loaded system than in a lightly loaded system. lpise-limited, all these schemes would tend to set the trans-
addition, the discrepancy between the throughput of Objectivigéssion power for each user to the maximum permitfese>>.
I'and Il increases with increasing load: Objective | becomesFig. 6 shows the performance of these schemes as the
more beneficial for higher loads. dynamic range of transmission powers varies. This is achieved
Further, with increasing load, each scheme shows a differgjyt varying Pmin from —10 to 20 dBm, whileP™>* stays
trend. The average throughput for the SINR-balancing schem&d at 20 dBm. The figure shows the average throughput
reduces as the load increases. This is the result of the increage€dy function of min - Clearly, the throughput of adaptive
interference. On the other hand, the average throughputmédulation without power control should stay unchanged, as
the other three schemes increases with increasing load. Tét®wn in the figure. The throughput of the other two schemes
increase is most pronounced for the scheme correspondingstessentially unaffected for10 < Pmin < 0 dBm. However,
Objective 1. asP™in s increased further, the throughput begins to decrease
to that of the no power control case. We conclude that a 20-dB
transmission power range, which is not unrealistic, can lead

L N tq a significant throughput improvement.
In our numerical investigations so far, we have modele8 g gnp P

an interference-limited system. In this section, we study the
impact on performance of: 1) increasing the thermal noise
and 2) reducing the dynamic range of the transmit power. AsIn this paper, we propose a general framework to study
discussed earlier, it is difficult to evaluate the performance tife performance of adaptive modulation in cellular systems.
the SINR-balancing scheme in the presence of thermal noiSgecifically, we study the throughput performance gain that
Therefore, we present performance results for the remainimg@ly be achieved by combining adaptive modulation and
three schemes. power control. We propose two sets of iterative algorithms:

Fig. 5 shows the performance of these three schemes asttiee first converges to the optimum solution for a set of
system goes from an interference-limited system to a noiseitial vectors, but may converge to suboptimal solutions with

D. Impact of Thermal Noise and Power Limits

V. CONCLUSIONS



QIU AND CHAWLA: PERFORMANCE OF ADAPTIVE MODULATION IN CELLULAR SYSTEMS 893

30 ‘ APPENDIX A
pryn gis:c?efes%inste\iations i THROUGHPUT OFM‘QAM IN AWGN
AND RAYLEIGH FADING CHANNELS

83
3

o

AWGN Channels:Consider the performance of variable-
rate M-QAM modulation in an AWGN channel. In [21], the
BER of AM-QAM modulation in an AWGN channel is shown
to be well approximated by

N
N
T

N
33
T

BER & 0.2 expl~ 157/ (M=-1)] (22)

Average throughput (bits)
n n
A w
T T
L

for 0 < ~ < 30 dB, where~ is the SINR. In particular,
for M = 2, (22) is a lower bound to the exact BER; and

ny
w
T
I

=r SO0 Dpecmeo™e 1 for M > 4, (22) is an upper bound. Rearranging the above
ik Objective | | equation, and assuming equality in place of the inequality, we
get
0 ‘ ‘ . . ‘
-10 -5 0 5 10 15 20
Pmm (dB) 1 5

M(y) =1+ =1+ky (23

—In(5BER)

Fig. 6. Average throughput of the schemes versus the dynamic range of
transmission power.
wherek = 1.5/(— ln(5BER)) is a constant for a specific BER

some other starting vectors; the second always converges {g%uwement. With this approximation, the throughput of user

close-to-optimal solution. We characterize these optimal ahdS

close-to-optimal solutions. This work provides valuable insight

into the performance of adaptive modulation in multi-user Ti(i) = logy M (i) = logy(1 + k).
environments.

Our results show that: 1) using adaptive modulation evé practice, M is restricted to some specific integers (e.g.,
without any power control provides a significant throughWo. four, eight, etc.). _
put advantage over using SINR-balancing power control; 2) Rayleigh Fading Channelswe derive below the perfor-
combining adaptive modulation and power control leads fgance of variable-rate M-QAM modulation in a Rayleigh
a significantly higher throughput as compared to using f8ding channel. Lety and BER denote the average SINR
power control or using SINR-balancing power control; and @nd BER, respecnvely. The probability density function of the
most of the throughput gains may be realized with a moddagtantaneous SINR is given by
transmission power range.

We show that this framework is valid in both AWGN and p(y) =
Rayleigh fading environments. Hence, it may be applied to
both fixed and mobile wireless systems. In addition, althouthsing (22), we have
we pose this work in the context of adaptive modulation, '
it applies equally well to other physical layer, variable rate oo
techniques. Some examples are coded-modulation or rate- m%/ c1 expl=e7/(M=1)]
adaptive coding schemes. 0 1

As regards implementation, using adaptive modulation with- = m (25)

+

(24)

exp/7, >0

2| =

out power control appears to be the most promising. It provides 1
a throughput that is close to optimal and certainly higher

tmhgpethi?tispr;I\S":?:ebzirig\ll;'tbg:]znféngn%?gvme;gfgﬁoghgugrf%erecl = 0.2 ande¢; = 1.5. Rearranging the above equation,
' : . . assuming equality in place of the inequality, we get
schemes considered. As discussed earlier, the repeated rea?— g equally in p quality g

time measurements and iterations necessary make any of the o

. - : MF) =1+ ——21 =147 (26)
other schemes difficult to implement. In this sense, the results V= c1 1 - ey
show that adaptive modulation obviates the need for real-time (—BER B )

power control while providing a significant throughput gain.

In practice, just selecting the appropriate modulation evevhere cs = cy/(c;/BER — 1).
without any power control may require multiple SINR mea- Note the similarity of (26) and (23). Of course, for a given
surements and modulation adjustments. This is particulathrget BER, there is a large difference between the values of
true in packet-switched systems, where the interference sgeand c;. For example, settinddER = 0.01, (26) reduces
nario changes rapidly. Therefore, how to adapt the modulatitm A/ (%) = 1 + 0.085. Similarly, setting BER= 0.01, (23)
in a fast changing environment is an interesting topic feeduces toV/(y) = 1+ 0.5v. Nevertheless, it follows that (2)
research. is also a good approximation for a Rayleigh fading channel.
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APPENDIX B where A" is the largest eigenvalue of a matrix that may be
USEFUL RESULTS FORCONVERGENCE PROOF obtained fromG. The transmission power vector that achieves

Yates proposed a framework for uplink power control ifliS SINR is the corresponding eigenvector.
cellular systems in [17]. In order to prove convergence of the
iterations defined in (19), we use some of these results. For ACKNOWLEDGMENT

ease of reference, we state these results below. The authors would like to thank J. Chuang, M. Clark, L.
Let P denote the transmission power vector af®) Greenstein, and P. Henry for many helpful discussions and

denote a so-callednterference function The interference comments. They would also like to thank the Editor and

function I(P) is standard if it has the properties listed ifhe anonymous reviewers for their insightful comments that

Section 11I-B.2. For a class of useful power control SChem“Fﬁ]proved the paper significantly.

and for an appropriately defined interference function, the
interference constraints may be represented by

(1]
(2]

P> I(P).

A so-calledstandard power control algorithris then defined Gl
by the following iteration:
[4]
P(n+1)=1I(P(n)).

(5]
The following results can be shown to be true for these
algorithms.

Theorem 1 in [17]: If the standard power control algorithm [6]
has a fixed point, then that fixed point is unique.

Lemma 1in [17]: If P is a feasible power vector, then [7]
I"(P) is a monotonically decreasing sequence of feasibI?S]
power vectors that converges to a unique fixed pdtht

Lemma 2 in [17]: If I(P) is feasible, then starting from the [9]
all-zero vectorz, the standard power control algorithm pro-
duces a monotonically increasing sequence of power vectgrg
I"(z) that converges to the fixed poift”.

Theorem 2 in [17]: If I(P) is feasible, then for any ini-
tial power vector P, the standard power control algorithm

converges to a unique fixed poifit*. 2]

APPENDIX C

13
SINR-BALANCING POWER CONTROL 3]

SINR-balancing power control, or so-callegtimal power
control, has been extensively studied in the literature [10]14]
[11]. It has been shown to be very effective in reducing
cochannel interference, and therefore increasing capacity.({g
particular, under appropriate conditions, it has the following
desirable properties: i) it maximizes the minimum SINRLE
among a given set of users; and ii) for a given target SINR, Jit7]
minimizes the total transmission power of users.

Zander outlines a powerful technique to obtain the maxgg
imum SINR that may be achieved for a given set of users
under the approximation that therens thermal noisg10].

Let v* = max{y: v; > 7, Vi} denote the maximum balancedp; g,
SINR that can be achieved by the given set of users, where
v; is the SINR of uset. Given the path gain matri&, ~+*

is shown to be given by [20]

= () 1
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