
Stefanos Bonovas, MD, MSc, PhD

Lecture:    Study Designs in Biomedical Research. 
Clinical Trials  &  Observational Studies. 

Tuesday, 2 June 2015. 



Part 1.

Introduction to Epidemiology



Definition: The study of diseases and their 

determinants in the population. 

• Epidemiology is about putting people into groups

• No two individuals are ever exactly alike

• But we all have a number of characteristics that group us with 

other people (male/female, age, etc)

• Epidemiology identifies these groups and tries to determine 

whether this division into groups tells us something more than we 

could have learned by simply observing each person separately 

Epidemiology



Epidemiology

Descriptive 

Epidemiology

Analytical 

Epidemiology



It describes the cases of a disease

• When do they appear and why?

• What ages are they?

• Is there any group-defining characteristic that they have in 

common? 

• Descriptive epidemiology reveals interesting patterns that we would 

not have observed if we had not collected the cases and ordered 

them in structured manner 

• And then the question “why” pops up immediately

Descriptive Epidemiology



It looks for a certain etiology

• We try systematically to compare the group of disease cases with 

another group of healthy people

• We test the clues offered by the descriptive study

• Examples:

1. Did the cases of gastroenteritis eat something that the others 

did not eat?

2. Did the children who contracted measles go to a different 

school compared to those who did not? 

Analytical Epidemiology



The final step is to convert our knowledge 

about diseases into prevention

• Can we influence people’s behavior to reduce their risk of 

developing a particular disease?

• Is there any prophylactic treatment?

• Could we develop a vaccine?

• Did prevention interventions have the effect on pattern of 

disease that we had hoped for?

Prevention



case-controlcohortecological

population observational experimental

descriptive analytical

cross-
sectional

individual

hypothesis

Epidemiological studies

who
where
when why



Part 2.

Measures of Occurrence



Probability and Odds

• P = 1/5 = 0.20 or 20% is the 

probability of having flu

• Odds = (P) / (1-P)

Odds = 0.2 / 0.8  or  0.25

or “one flu case to four 

persons without flu”

Example: 1 out of 5 patients have flu…

• Probability (P) = a measure of the likeliness that a random event  

will occur (mathematically, a function that assigns random events 

numbers between 0 and 1)

• Odds =  ratio of the probability of having an event to the 

probability of not having the event or  P / (1 – P)



Risk, Odds and 2x2 tables

Case Non-case

Exposed a b a+b

Non Exposed c d c+d

a+c b+d

Risk of being a case in exposed =  a / a+b

Risk of being a case in non exposed =  c / c+d

Odds of being a case in exposed =  a / b

Odds of being a case in non exposed =  c / d



Relationship between probability and odds

• Odds =  P / (1 – P)

Example:   if   P = 0.67

Odds = 0.67 / (1–0.67) 

Odds = 0.67 / 0.33 = 2.0

Probability Odds

0.80 4.0

0.67 2.0

0.60 1.5

0.50 1.0

0.40 0.67

0.33 0.50

0.25 0.33

0.20 0.25

0.10 0.11

0.05 0.053

0.01 0.0101

Probability and odds are more alike the lower the absolute P (risk)



Who is in the denominator ????

In what time period did they occur???

number of cases
“we have 2 cases of cancer”

On its own very little informative!!

counts

Measuring disease occurrence



Proportion
Ratio
Rate

What, who is in the denominator ????

In what time period did they occur ???

Measuring disease occurrence



• The division of 2 numbers

• Numerator INCLUDED in the denominator

• In general, quantities are of same nature

• In general, it ranges between 0 and 1

• Percentage = proportion x 100

Proportion

males

population
= 400 / 1000 = 40%



• The division of two numbers

• Numerator NOT INCLUDED in the denominator

• It allows to compare quantities of different nature

Ratio

beds

doctors
850 / 10= = 85 / 1

males

females
= 5 / 2 = 2.5 /1 



• The division of 2 numbers

• TIME INCLUDED in the denominator

• Speed of occurrence of an event over time

Rate

HBV+ in 2014

Population in 2014
= 2,000 / 15,000,000 * 1=

=  0.00013  =  1.3 per 10,000 inhabitants per year

• Rate may be expressed in any power of 10:

100,  1000,  10 000,  100 000,  etc.



Measuring disease occurrence

Number of cases of disease

Population

– Number of cases of a disease in a given population at a specific time

– Proportion of the population that had the disease at a given time

– Probability of having the disease (values between 0 and 1)

prevalence



Prevalence

Country Year Population HIV 
positive

Prevalence

in population

Per 
1000

persons

Greece 2005 11,000,000 9,300 ~ 0.001 1

Country Year Population 
of men who 

have sex 
with men 

(MSM)

MSM
with

HIV 

Prevalence 

in MSM

Per
1000

MSM

Greece 2005 550,000 4,650 ~ 0.01 10



Number of NEW cases of disease during a period       

Healthy population (at risk) at the beginning of the period

Measuring disease occurrence

– Number of new cases of a disease in a given population at a

specific time period

– Proportion of the population that acquire or develop a disease in

a period of time

– Probability of developing a disease (values between 0 and 1)

incidence



Incidence rate

Number of NEW cases of disease

Total person-time of observation

Speed of developing a disease 

(ranges from 0 to infinity…  it is not a proportion!)

Denominator:

- is a measure of time

- the sum of each individual’s time at risk

(the subject is free from disease)

Measuring disease occurrence



Cumulative incidence = 3 cases / 6 persons = 50%

Incidence rate = 3 cases / 22 person-years = 0.14

= 14 cases / 100 person-years

2003 2004 2005 2006 2007 2008 2009

l

x

xl

l x

l

l

l

Person 1 3 yrs

4 yrs

6 yrs

3 yrs

1 yrs

5 yrs

22 p.y

Person 2

Person 3

Person 4

Person 5

Person 6

Cumulative incidence and incidence rate



Incidence rate

Subject Period of follow-up Years of follow-up Outcome

1 1980–1984 5 years Healthy

2 1981–1983 3 years HIV+

3 1980–1984 5 years Healthy 

4 1980–1983 4 years Lost

5 1980–1984 5 years Healthy

6 1982 1 year HIV+

7 1980–6/1982 2.5 years HIV+

8 6/1983–1984 1.5 years Drop-out

9 1980–1984 5 years Healthy

Total 32 person-years

Incidence 
rate

3/32=0.094 

or 9.4 HIV infections per
100 individuals per year



Odds of a rare event 
equal the risk of rare event

Cases Non-cases Total

Hepatitis A 30 49,970 50,000

The number of hepatitis A cases during an outbreak

30 / 50,000
Odds of disease  = -------------------- = 0.0006004

49,970 / 50,000

Risk (CI) of disease  = 30/50,000 = 0.0006

Measuring disease occurrence



Measuring disease 
occurrence

Descriptive

Prevalence Incidence

Probability of
having the disease

Probability of
developing the disease

RiskBurden 

Interpretation…



Concept of the prevalence “pool”

New cases

(Incidence)

Death
rate

Recovery
rate



Relationship between Prevalence and Incidence

• Prevalence is a function of:

– the incidence of the condition, and

– the average duration of the condition 

• duration is influenced in turn by the recovery rate and 

mortality rate

• Prevalence  ~ Incidence × Duration



Incidence – Prevalence



Epidemiologic Study Designs 

and Hierarchy



Hierarchy of Epidemiological Study Designs



Part 3. 

Cross-Sectional Studies



Cross-Sectional studies

They examine the relationship between diseases 

(or other health-related characteristics) and 

variables of interest as they exist in a defined 

population at one particular time

The key features of cross-sectional studies:

• They typically take a snapshot of a population at a 

single point in time 

• They usually measure disease prevalence in relation to 

the exposure prevalence



Cross-Sectional studies

Utility of cross-sectional studies:

• Public health planning

• Etiologic research

Advantages:

• Generalizability

• Low cost

Limitations:

• They cannot infer the temporal sequence between the exposure 

and disease

• They usually identify a high proportion of prevalent cases of long 

duration



Cross-Sectional studies – An example



Cross-Sectional studies – An example



Part 4. 

Ecological Studies



Ecological studies

They examine the rates of disease in relation to a 

factor developed on a population level

The two key features of ecological studies:

• The population unit of analysis

• An exposure status that is the property of the population



Ecological studies

The population-level factor may be:

• An aggregate measure that summarizes the individual 

members of the population (e.g. the proportion of 

individuals above the age of 65 years)

• An environmental measure that describes the 

geographic location where the population resides or 

works (e.g. the air pollution level)

• A global measure that has no analog on the individual 

level (e.g. the population density or the existence of a 

health care system)



Ecological studies

Limitations 

• Lack of individual level information

• An association observed between variables on an 

aggregate level does not necessarily mirror the 

association that exists at the individual level 

(ecological fallacy or bias)

• Inability to detect subtle or complicated 

relationships because of the crude nature of data



Ecological studies

However, they remain popular because:

• They can be done quickly and inexpensively since 

they often rely on pre-existing data

• Their analysis and presentation are relatively simple 

and easy to understand

• They have the ability to achieve a wider range of 

exposure levels than could be expected from a 

typical individual-level study



Ecological studies – An example



Ecological studies



Ecological studies



Ecological studies



Ecological studies



Part 5. 

Cohort Studies



Cohort studies
marching towards outcomes...



What is a cohort?

• One of 10 divisions of a Roman legion

• Group of individuals 

– sharing same experience 

– followed up for specified period of time

• Examples

– birth cohort

– cohort of guests at barbecue

– occupational cohort of chemical plant workers



Population
People 
without 
disease

Exposed

Not 
exposed

Disease

No disease

Disease

No disease

Cohort Studies



follow-up period



Calculate 

measure of frequency

 Cumulative incidence
- Incidence proportion

- Attack rate (outbreak)

 Incidence density

end of follow-up



Cohort studies
• Purpose

– Study if an exposure is associated with 
outcome(s)?

– Estimate risk of outcome in 
exposed and unexposed cohort

– Compare risk of outcome in two cohorts

• Cohort membership

– Being at risk of outcome(s) studied

– Being alive and 

– Being free of outcome at start of follow-up



unexposed

exposed

Cohort studies



unexposed

exposed

Incidence among
exposed

Incidence among
unexposed

Cohort studies

end of follow-up



ate ice cream

did not eat  
ice cream

ill not  ill

49            49           98

4              6            10

Presentation of cohort data: 
2x2 table



Person-years Cases of KS

HIV+ 28,010 41

Uninfected 19,017 15

Presentation of cohort data: 
Person-years at risk

Kaposi sarcoma and HIV



Types of Cohort Study

• Prospective cohort study

• Retrospective (historical) cohort study

• Combination of Retrospective and Prospective

cohort study



time

Exposure Study starts

Disease

occurrence

Prospective cohort study

time

ExposureStudy starts

Disease

occurrence



Retrospective cohort study

Exposure

time

Disease
occurrence

Study starts



Elements of cohort study

• Selection of study subjects

• Obtaining data on exposure

• Selection of comparison group

• Follow up

• Analysis



Recipe: Cohort study

• Identify group of 

– exposed subjects

– unexposed subjects

• Follow up for disease occurrence

• Measure incidence of disease

• Compare incidence between exposed 
and unexposed group 



Our objective is to compare…

…the incidence rate in the exposed population 

to the incidence rate that would have been 

observed in the same population, at the same 

time, if it had not been exposed… 



• Absolute measures

– Incidence (Risk) difference (RD) Ie - Iue

• Relative measures

– Relative risk (RR)  

• Incidence rate ratio

• Cummulative incidence (Risk) ratio

Effect measures in cohort studies

Ie

Iue

Ie =  incidence in exposed

Iue= incidence in unexposed



ate ice cream

did not eat
ice cream

ill not  ill                     Incidence

49        49         98                50 % 

4          6          10                40 %

Risk difference     50%  - 40%   =   10%

Relative risk          50%  /  40%   =   1.25

Cohort study: cumulative incidence ratio



Cohort study: Incidence rate ratio

RR = (41/28010) / (15/19017) = 1.86

HIV Uninfected Total

KS 41 15 56

Person-
years

28 010 19 017 47 027



Dynamic population

Exposure

(+)

(-)

Risk ratio
= 2/3:2/3 =1

Rate ratio

2/5py:2/10py

= 2.0

Years

X
X

X

X

Cohort studies: 
Cumulative Incidence Ratio vs. 

Incidence Rate ratio



- Can directly measure disease incidence

- Can examine rare exposures

- Temporal relationship can be inferred 

- Multiple outcomes can be studied

- Less vulnerable to bias (prospective cohorts)

Advantages of Cohort Studies



Disadvantages of Cohort Studies

- Lengthy and expensive

- Inefficient for rare outcomes

- Not suitable for diseases with long latency   

(prospective cohorts)

- Multiple exposures difficult to assess

- Exposure can change 



• Can examine multiple effects 
for a single exposure

Population Outcome 1 Outcome 2 Outcome 3 

exposed Ne Ie1 Ie2 Ie3

unexposed Nne Iue1 Iue2 Iue3

RR1 RR2 RR3

Strengths of cohort studies



The cohort study 

is the gold standard 

of observational 

epidemiology

CASE-CONTROL STUDIES HAVE THEIR PLACE 

IN EPIDEMIOLOGY but if cohort study possible, 

do not settle for second best



Part 6.  

Case-Control Studies



Principle of Case Control Study



Population

Cases

Controls

Exposed

Case-Control Studies

Not 
exposed

Exposed

Not 
exposed



Cases
Sample

Controls

Source population

Exposed

Unexposed

Controls =

Sample of the source population

Representative (with regard to exposure) 

of the population that gives rise

to the cases



Intuitively

if the frequency of exposure is 

higher among cases than controls

then the incidence rate will probably be 

higher among exposed than non-exposed



Case control study

Cases

Controls

Exposure
?

?

Retrospective nature



When is it desirable to conduct a case-control study?

• When exposure data are expensive or difficult to obtain

• When disease has long latent period

• When the disease is rare

• When little is known about the disease

• When the underlying population is dynamic



Cases:

• Criteria for case definition should lead to accurate 

classification of disease   

• Efficient and accurate sources should be used to identify 

cases: existing registries, hospitals

Controls:

• Definition:  A sample of the source population that gave rise 

to the cases

• Purpose: To estimate the exposure distribution in the source 

population that produced the cases



Selecting Controls

– General population controls

– Hospital controls

– Special control groups like friends, spouses, siblings,

and deceased individuals



Analysis of case-control studies

Cases Controls

Exposed a b

Not exposed c d



Reminder: what is an odds

• ratio of
the probability of occurrence of an event
to the probability of nonoccurrence
of this event

• example: odds of obtaining a six
when throwing the dice

1/6

5/6
= 1/5 = 0.20



Analysis of case-control studies

• Two possible outcomes for an exposed person: case or not

Odds=a/b

• Two possible outcomes for an unexposed person: case or not

Odds=c/d

Odds ratio =   odds of an exposed person being a case =  a/b = ad/bc

odds of unexposed person being a case      c/d

Just like the incidence rate ratio and cumulative incidence ratio, 

the odds ratio is a measure of association



Odds ratio

OR = 18 x 43 / 14 x 19 = 2.88   

Ill individuals Well individuals

Had lunch on 
23 January

18 14

Did not have 
lunch on 23 

January
19 43



Advantages of Case-Control Studies

- Cheap, easy and quick studies

- Multiple exposures can be examined

- Rare diseases and diseases with long latency can be studied



Disadvantages of Case-Control Studies

- Subject to bias

- Direct incidence estimation is not possible

- Temporal relationship is not clear

- Multiple outcomes cannot be studied

- Inefficient for rare exposures



Some reminders…













Clinical Trials



Definition

 A clinical trial is defined as a prospective study comparing 

the effectiveness and value of an intervention against a 

control in human beings.

 It involves the use of designed experiments to investigate 

the role of some agent in the causation, prevention, or 

treatment of a disease. 

 Because clinical trials closely resemble controlled 

laboratory investigations, they are thought to produce the 

most scientifically rigorous data of all the study designs.



Definition 

 The investigator assigns individuals to two or more 

groups that either receive, or do not receive, a preventive 

or therapeutic treatment. 

 The active manipulation of the intervention (by the 

investigator) is the hallmark that distinguishes the 

experimental studies from the observational studies    

(e.g., cohort studies). 



Definition 



Definition  

…So what is different from controlled laboratory investigations?

 Ethics - Experiment involving human subjects brings up 

new ethical issues…

 Bias - Experiment on intelligent subjects requires new 

measures of control…



History 

The first clinical trial took place in 1747 on board a British Royal Navy ship. 
To test which was the best way to treat scurvy, the ship’s doctor (J. Lind) 
gave different treatments, that were recommended at the time, to pairs of 
sailors. One of these treatments was oranges and lemons. The two sailors 
given oranges and lemons recovered. 

http://www.google.it/url?sa=i&rct=j&q=&esrc=s&frm=1&source=images&cd=&cad=rja&docid=MLCjS2CPfAaOcM&tbnid=wFZMhbXNJUMdXM:&ved=0CAUQjRw&url=http%3A%2F%2Fperialos.blogspot.com%2F2012%2F10%2Fblog-post_7.html&ei=lhJ4UpC_BsqAtAbOsoGQBg&bvm=bv.55819444,d.Yms&psig=AFQjCNGYVq8N7MoRHPt4dIS_ihPTQ94W0Q&ust=1383687169885831


Hypothesis formulation (what is the question?)

Primary question

Wrong Question: 

“Is treatment A better than treatment B?”

Right Question:

“In population X, is drug A at daily dose Y more efficacious in 
reducing K, over a period of time T, than drug B at daily dose Z?”

Secondary question

Sometimes, it is possible to study related questions in the clinical 
trials, either in the whole group, or its subgroups.



Study design 

-- The investigator assigns individuals to two or more groups 

that either receive, or do not receive, the preventive or 

therapeutic agent. 

-- The group that is allocated the agent under study is 

generally called the treatment group, and the group 

that is not allocated the agent under study is called the 

comparison group. 

-- Depending on the purpose of the trial, the comparison 

group may receive no treatment at all, an inactive 

treatment such as a placebo, or another active treatment

(e.g. standard treatment). 



Basic study design 



Other study designs 

There are two types of experimental designs of clinical trials: 

 Fixed-sample trial design 

The number of patients allocated to the two (or more) 

treatments is fixed before the study begins. 

 Sequential trial design 

The decision whether to continue taking new patients is 

determined by the results accumulated to that time. 



Other study designs

Simple randomized design

-- In this simplest case, patients are randomized to the 

two (or more) treatments without considering their 

characteristics. 

-- The main advantage of this design is its simplicity and 

usefulness, when important prognostic factors are 

unknown, or the potential subjects are homogeneous 

with respect to patient characteristics.



Other study designs

Simple randomized design



Other study designs

Stratified randomized design

-- If prognostic factors are known and patients can be 

grouped into prognostic categories, comparability 

among treatment groups can be achieved better with 

stratification… 

-- Within each group, patients are randomly assigned to 

the treatments…



Other study designs

Stratified randomized design



Other study designs

Crossover Design

Some trials may invoke a crossover design in which 

patients serve as their own controls.  

For example, subjects may undergo an experimental 

therapy for six weeks and then “cross over” to the control 

therapy for another six weeks (or vice versa).

Crossover designs are appealing because the patients 

serve as their own controls.  

A crossover design typically will require a much smaller 

sample size than a “parallel” design.



Other study designs

Crossover Design: 



Other study designs

Crossover Design: 

Crossover designs should be invoked only for chronic 

diseases.  

For example, consider an acute condition such as the 

common cold. The condition may resolve itself within a 

short period of time, so there is nothing that the second 

treatment can do.

A disadvantage of a crossover design is the potential for 

“carryover” effects (i.e. the treatment administered during 

the first period may carry over into the second period).



Other study designs

Factorial Design

Motive: to ask two or more questions in same trial, in an 
efficient manner.

2x2 – simplest factorial design

Two treatments are studied for their relationship to response 
and each is given at two levels, 

e.g., high dosage and low dosage or drug A and drug B.

2x2x2 etc…

If the number of treatments and the number of levels are 
large, many patients would be required and the results might 
be difficult to interpret.



Other study designs

Factorial Design (example n.1)



Other study designs

Factorial Design (example n.2)



Research protocol  

Any scientific experiment requires a well-prepared plan. 

A protocol is the detailed written plan of a clinical experiment. 

But, what are the elements  

of a clinical trial’s protocol?



Research protocol   

(i) Title page and table of contents

The title page should clearly identify the protocol, as well 

as the chairman of the study and the co-investigators with 

their subspecialty. 

The table of contents should be clear and detailed, so 

investigators can refer quickly to a specific sub-section.



Research protocol 

(ii) Aims or objectives of the study

Important to describe the study objectives quite specifically 

in the protocol. 

A study should be designed in such a way that it asks a 

question that can be answered in quantitative terms. 

Ask questions that have a limited number of answers. 

A protocol should not ask too many questions.



Research protocol  

(iii) Introduction, scientific background, literature review,

and significance of the study

A brief review of the history of the problem, and a rational 

for doing the study. 

If other similar studies are being conducted, or have been 

done, the results should be summarized along with the 

questions that remain unanswered.



Research protocol 

(iv) Patient population and inclusion and exclusion criteria

A protocol should define clearly the type of patients to be entered in 
the study. This, of course, is related to the objectives of the study. 
For example, if the trial is to compare two treatments for stage III 
and IV melanoma, these stages must be precisely defined and only 
those patients who satisfy the definitions are eligible for the trial. 

Other questions, the protocol must answer are: 

If the differential diagnosis of the disease is difficult, is a confirmed 
diagnosis of the disease required and what constitutes acceptable 
confirmation? 

If an incorrect diagnosis is discovered later, what is to be done? 
And so on…



Research protocol 

(v) Experimental design of the study, 

the protocol must specify the design of the study.   

Sequential or fixed sample? 

Simple randomized, or stratified randomized, or crossover,

or factorial design? 

Open or blinded? 

And so on… 



Research protocol 

(vi) Treatment administration programs

This includes not only the total doses, but also the 

method, and administration schedule.

(vii) Clinical and laboratory procedures, and data to be 

collected.



Research protocol 

(viii) Criteria for evaluating treatment effectiveness 

Response, non-response and toxicity. 

All endpoints must be specified. 

The definition of response must be stated clearly. 

For example, complete response is usually defined as
disappearance of all objective signs and symptoms. 

Other possible measures of response are time to recurrence, 
length of survival, time of development of metastasis, etc. 

A protocol should also provide procedures in the event of severe 
side effects and toxicity. 

Rules for adjusting dosage or stopping treatment should be given.



Research protocol 

(ix) Trial monitoring and frequency of interim analysis

(x) Procedures in the event of early significant results

(xi) Statistical considerations, sample size, 

interim and final analysis strategy

(xii) Informed consent

(xiii) Data collection forms

(xiv) References



Sample size 

The study population must include an adequate number of 
individuals, in order to determine if there is a true difference 
between the treatment and comparison groups. 

An investigator determines how many subjects to include,
by using formulas that take into account the anticipated 
difference between the groups, the background rate of the 
outcome, and the probability of making certain statistical 
errors. 

In general, smaller anticipated differences between the 
treatment and comparison groups require larger sample 
sizes. 



Sample size 

Parameters of sample size estimation…

-- How big a risk can be taken that the two treatments are 

incorrectly shown as statistically significantly different? 

(This is the level of significance α)

-- How big a risk can be taken that the two treatments are 

incorrectly shown as not statistically significantly different? 

(This risk is referred to as the β error, and 1-β is 

defined as the power of a trial)

-- What is the smallest difference between treatments that is 

important to detect?

-- What is the size of the variance?



Funding 

Around 70% of research and development in scientific 

and technical fields is carried out by the industry, and 

20% and 10%, respectively, by universities and 

government. 

In the field of clinical trials for pharmacological 

treatments, funding by the industry is even higher…



Approval from ethics committee 

Clinical trials are closely supervised by appropriate regulatory 

authorities. 

All studies involving a medical or therapeutic intervention on 

patients must be approved by a supervising ethics committee
before permission is granted to run the trial. 



Other ethical considerations… 

-- If the physician feels that one treatment is better than another for a 

particular patient, he/she cannot randomly assign a treatment. 

-- It is unethical not to treat a patient in a manner that the physician 

believes is best. 

-- Thus, if the physician is convinced that one of the treatments is 

better for the patient, the patient should not be entered in the study, 

and if at any time during the study there is a clear indication that one 

treatment is better, randomization of patients should be stopped. 

-- To avoid termination of trials due to physician’s bias before any 

statistical significance has been obtained, results of the trial should 

be kept from the participating physicians, until a decision of whether 

or not to stop the trial has been reached by an advisory committee.



Eligibility criteria 

During the recruitment phase of an experimental study, 
the study population (experimental population) is enrolled 
on the basis of eligibility criteria that reflect the purpose 
of the trial, as well as scientific, safety, and practical 
considerations. 

For example, healthy or high-risk individuals are enrolled 
in prevention trials, while individuals with specific diseases 
are enrolled in therapeutic trials. 

Additional inclusion and exclusion criteria are used to 
restrict the study population by factors such as gender 
and age. 



Signed informed consent  

-- All eligible and willing individuals must give consent to 

participate in an experimental study. The process of 

gaining their agreement is known as informed consent. 

-- The investigator describes the nature and objectives of 

the study, the tasks required of the participants, and the 

benefits and risks of participating. The process also 

includes obtaining the participant’s oral or written consent.



Randomization 

Definition: 

“an act of assigning or ordering that is the result of a random process”

-- Randomization is the preferred method through which individuals are 

assigned to receive one of the two or more treatments being compared 

-- It is less prone to bias than other methods and produces groups with 

very similar characteristics, if the study size is sufficient. 
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Randomization 

Benefits: 

-- Tends to produce study groups comparable with respect to 

known and unknown risk factors. 

-- Removes investigator bias in the allocation of participants, and 

guarantees that statistical tests will have valid significance levels.
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Randomization methods 

Method 1: “Toss a Coin”
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Randomization methods 

Method 2: “Use a Table of Random Numbers”



Randomization methods  

Method 3: “Stratified Block Randomization”



Administration of treatments 

-- The treatments are administered according to the protocol

E.g. in a therapeutic trial participants may be asked to take 

either an active drug, or an inactive drug known as a 

placebo.

-- The purpose of placebo is to match, as closely as possible,

the experience of the comparison group with that of the 

treatment group, so that all important aspects of the 

experimental conditions are identical for all groups. 



Blinding / masking  (bias control)

Blinding => Keeping the identity of treatment 

assignments masked for:

Subject =>  Single-blind

Subject + Investigator =>  Double-blind

Purpose of blinding   =>  Bias reduction



Blinding / masking  (bias control)

A triple-blind study is an extension of the double-blind design. 

The committee monitoring response variables is not told the 

identity of the groups. 

The committee is simply given data for groups A and B. 



Blinding / masking  (bias control)

-- A clinical trial, ideally, should have a double-blind 

(or triple-blind) design to avoid potential problems 

of bias during data collection and assessment.  

-- In studies where such a design is impossible, 

a single-blind approach and other measures to 

reduce potential bias are favored.



Follow up 

-- During the follow-up of an experimental study, the treatment and 
comparison groups are monitored for the outcomes under study.

-- The length of follow-up depends on the particular outcome 
under study. It can range from a few months to a few decades.

-- Follow-up is adversely affected when participants withdraw from 

the study (“dropouts”) or cannot be located or contacted by 

the investigator (“lost to follow-up”).

-- Reasons for dropouts and losses include relocation, waning 
interest, and adverse reactions to the treatment.



Ascertaining the outcomes 

-- If the study’s goal is to prevent the occurrence of disease, 

the outcomes may include the precursors of disease, or 

the first occurrence of disease (incidence). 

-- If the study is investigating a new treatment among 

individuals who already have a disease, the outcomes 

may include disease recurrence, symptom improvement, 

length of survival, or side effects. 

-- Confirmation of the outcomes is done by masked (blind) 

investigators, who gather information from objective 

sources, such as medical records, and laboratory tests. 



Compliance 

Non-compliance: 

“the failure to follow the requirements of the protocol…”

Reasons of non-compliance: 

toxic reactions to the treatment, waning interest, and 
desire to seek other therapies… 

Consequences: 

Non-compliance results in a smaller difference between 
the treatment and comparison groups than truly exists, 
thereby diluting the real impact of a treatment…



Compliance 

How to prevent non-compliance: 

Many design features are used to enhance a participant’s 

ability to comply with the protocol requirements: 

 designing an experimental regimen that is simple and 

easy to follow 

 enrolling motivated and knowledgeable participants 

 presenting a realistic picture of the required tasks 

during the consent process 

 frequent contact with participants during the study 

 run-in period before enrollment and randomization 



Compliance 

What is a “run-in” period?

Its purpose is to ascertain which potential participants 

are able to comply with the study regimen. 

During this period, participants are placed on the test 

or comparison treatment to assess their tolerance and 

acceptance and to obtain information on compliance. 

Following the run-in period, only compliant individuals 

are enrolled in the trial.



Analysis 



Analysis 

Intention-to-treat (ITT) analysis

The ITT analysis is appropriate for most RCTs

The ITT analysis requires that all data be analyzed 

according to randomized group assignment, regardless 

of whether some participants violated the protocol, were 

not compliant, or even received the incorrect treatment.

While it may seem logical to exclude non-compliant 

subjects, restricting the analysis to compliant subjects 

can lead to biased results. 



Analysis 

Intention-to-treat (ITT) analysis

If non-compliance is in any way related to outcome, 

restricting analysis could misrepresent differences 

between treatment groups. 

If subjects are non-compliant due to failure to improve, 

side effects, or any other factor that is related to outcome, 

the result may be misrepresented. 



Analysis 

“Per protocol” analysis

A “per protocol” analysis is based on intervention 

compliance and not the randomized assignment. 



Interim analysis 

What is it?

Analysis comparing intervention groups at any time 

before the formal completion of the trial.

Often used with "stopping rules", so that a trial can 

be stopped if participants are being put at risk 

unnecessarily.

Timing and frequency of interim analyses should be 

specified in the protocol.



Timeline for a multicenter trial 



Types of clinical trials 



Types of clinical trials 

i. Prevention trials

They look for better ways to prevent disease in people 

who have never had the disease or to prevent a disease 

from returning. These approaches may include medicines, 

vitamins, vaccines, minerals, or lifestyle changes.

ii. Screening trials

They test the best way to detect certain diseases, or 

health conditions.



Types of clinical trials 

iii. Diagnostic trials

They are conducted to find better tests or procedures for 

diagnosing a particular disease or condition.

iv. Treatment trials

They test experimental treatments, new combinations of 

drugs, or new approaches to surgery, or radiation therapy.

v. Quality of life trials (supportive care trials)

They explore ways to improve comfort and the quality of life 

for individuals with a chronic illness.



Types of clinical trials 

vi. Compassionate use (or expanded access) trials

They provide partially tested, unapproved therapeutics 

to a small number of patients, who have no other 

realistic options. Usually, this involves a disease for 

which no effective therapy exists, or a patient who has 

already attempted and failed all other standard 

treatments and whose health is so poor, he does not 

qualify for participation in randomized clinical trials. 

Usually, case-by-case approval must be granted by 

both the authorities and the pharmaceutical company.



Clinical trial phases



Clinical trial phases

Phase I: Clinical Pharmacology and Toxicity

Objective: To determine a safe drug dose for further 
studies of therapeutic efficacy of the drug

Design: Dose-escalation to establish a maximum tolerated 
dose (MTD) for a new drug

Subjects: 1–10 normal volunteers or patients with disease



Clinical trial phases

Phase II: Initial Clinical Investigation for Treatment Effect 

Objective: To get preliminary information on effectiveness 

and safety of the drug

Design: Often single arm (no control group)

Subjects: usually 10–100 patients with disease



Clinical trial phases

Phase III: Full-scale Evaluation of Treatment (Clinical Trial)

Objective: To compare efficacy of the new treatment with 

the standard regimen

Design: Randomized Controlled

Subjects: usually 100–1000 patients with disease



Clinical trial phases

Phase IV: Post-Marketing 

After a drug being approved for marketing, there remain 
substantial inquiries still to be undertaken as regards 
monitoring for adverse effects and additional large-scale, 
long-term studies of morbidity and mortality.

Objective: To get more information (long-term side effects)

Design: no control group

Subjects: Patients with disease using the treatment



Post-marketing studies

Why conduct post-marketing studies?



Why conduct post-marketing studies?

The case of thalidomide…

Post-marketing studies



Pharmacoepidemiology / Drug Safety



Replication of RCTs

The results of a double-blind clinical trial must be replicated 

by other independent trials conducted in different centres. 



Pitfalls and Traps (i)

Placebo should not be used when there are other effective drugs 

available: comparison should be made with the best drug available.



Pitfalls and Traps (ii)

So that research results can be confidently used to guide practice, 

a trial must include patients for whom the treatment is intended. 

Children, elderly, minorities, women are frequently excluded…



Pitfalls and Traps (iii)

Pitfalls can arise in evaluating if a treatment is effective. 
E.g., although high cholesterol is a risk factor for MI (myocardial 
infarction), a new treatment aimed at reducing cholesterol cannot 
be considered effective in preventing MI unless it reduces mortality. 
Simply reducing cholesterol is not enough.  



Pitfalls and Traps (iv)

There may be shortcomings in the design of clinical trials. 
The aim is not just to decide whether a new drug is as effective 
as the current standard treatment. Clinical trials must be 
designed to show whether a proposed new drug is better than 
an existing drug. Patients want to know whether a new drug is 
actually better, not just the same or simply no worse.



Thank you!


